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Staff  Advisor’s Note 

 
I am happy to introduce the second issue of the Ramjas Economic 
Review. The journal has seen many versions, starting with a print 
version more than a decade back and then published online as the 
Journal of Ramjas Economics Society before assuming its present 
form. It is now a completely academic journal with peer reviewed 
articles. The Ramjas Economic Review encourages undergraduate 
economics students to pursue their academic interest of writing 
scholarly articles. It provides a platform for publishing which is oth-
erwise not easily available to undergraduate students. 
 
The Editorial Board has worked for months on end to bring the 
journal to its present form. The process started shortly after the Edi-
torial Board was constituted. A large number of articles were submit-
ted by students from across the country after the call was sent out. 
The Editorial Board went through every article and a large number 
of shortlisted articles were subsequently reviewed by at least two re-
viewers. The articles that have been finally included in this issue have 
gone through many stages of revisions by the authors and editing by 
the Editorial Board.  
 
The editorial team has brought out the journal in the face of many 
uncertainties during this academic year.  I hope that you find this 
edition engaging and informative, and enjoy reading it as much as 
the Ramjas Economic Review team did in publishing it. 
 
 
 
Dr. Mihir Pandey 
Staff Advisor 
Ramjas Economic Review 
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Editor-in-Chief ’s Note 

I, on behalf of the Editorial Board, take pleasure in presenting before 
our readers the second volume of Ramjas Economic Review. The De-
partment of Economics, Ramjas College has year on year, made at-
tempts to promote a culture of academic writing and critical thinking 
amongst its students and Ramjas Economic Review is a proof of its 
success. This student-run journal’s journey began in the year 2018 
when a group of enthusiastic students decided to revamp its older ver-
sions. After one year of hard work and discussions with the students 
and faculty alike, they were able to give a new shape to the journal 
while fulfilling the expectations set by their seniors. This year, in the 
second edition, we have not only maintained the standards set by the 
previous versions but have also attempted to surpass them at times. A 
significant change worth mentioning is that the journal received an In-
ternational Standard Serial Number (ISSN) making it one of the hand-
ful registered journals in Economics at the University of Delhi. The 
Board also worked towards the creation of a new website for hosting 
the journal and to make sure that the guidelines regarding submission, 
deadlines, information about the Review Board and details of other 
events can be found conveniently in one place for all those who are 
interested in engaging with us. I consider these to be milestones for 
this journal which will prove to be useful for the coming editions.   
 
Through our journal, we aim to provide a space for undergraduate stu-
dents to get their research published. Research in economics at the un-
dergraduate level can help in several ways. From engaging with peers 
for discussing probable topics, understanding existing theories, form-
ing a hypothesis, collecting and analyzing data, forming one’s conclu-
sions to finally writing and publishing it, each step provides tremen-
dous exposure and Ramjas Economic Review works as the final plat-
form wherein students can show the result of their successful research 
while getting valuable feedback during the process. It is a matter of 
pride for us that not only did we receive a brilliant pool of papers from 
top institutions around the country but also from a number of students 
from Ramjas College who involved themselves in research in the past 
year and kept the academic activity alive. I would like to thank all the 
authors for their submissions and patience during the entire process. 
Selecting only a few entries was difficult as well as disheartening for we 
realize the amount of hard work and effort of the authors behind every 
paper.  
 
After an initial screening, the selected entries were sent to two review-
ers for a blind review. This was followed by revisions, two rounds of 
editing and a final plagiarism test to give it the shape of a journal. I ex-
tend my gratitude to the reviewers who were considerate and detailed 
in their analysis and our faculty members for always extending a help-
ing hand to the Board. It is no exaggeration to mention that Dr Sonia 
Goel, Teacher in Charge, went to great lengths to ensure the Board 
functioned without any hindrance while maintaining smooth coordina-
tion with the administration. Our Staff Advisor, Dr Mihir Pandey, was 
extremely supportive of every activity of the Board and provided us 
with guidance and mentorship, the lessons from which will be with us 
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 long after we leave the gates of Ramjas. I am thankful to our Pub-
lisher, Mr Alok Dash for his constant cooperation for the ISSN reg-
istration and guidance since the inception of Ramjas Economic Re-
view. Dr Apoorva Gupta deserves a special mention for being noth-
ing less than an extended member of the Editorial Board as she was 
always available for us and constantly coordinated with the team and 
the faculty members. I would also like to thank the council members 
of The Ramjas Economics Society (2019-20) for their close collabo-
ration throughout the year. 
 
In the end, I would like to express my deepest gratitude to the Edi-
torial Board of Ramjas Economic Review. A year ago when this 
team was formed, these eight students had set a goal for themselves 
which was to create an inclusive space for college students to learn 
from each other while exploring new ideas and research. Never did 
we limit our work to the formulation of this journal. We considered 
it our responsibility to catch hold of our batchmates in the corridors 
of Ramjas and ask them about their ongoing research or a seminar 
they might be interested in or maybe just casually make them stay 
back after class to attend a study circle reading session. Such was the 
enthusiasm of this team and even though we thought we had a few 
more months of discussions about the journal and lunch meetings in 
the famous Delhi School of Economics canteen, the sudden disrup-
tion due to the coronavirus pandemic did not let our passion die. I 
thank the Deputy Editor in Chief, Samvid Uday for being extremely 
reliable, rational and swift with decision making and administration 
of the Board. He remained true to his responsibilities and considered 
this journal as his top priority. However, Samvid and I could not 
have imagined putting together a journal of such standards without 
the contribution of our Editors. Ritik Goel showed utmost punctual-
ity and accommodativeness in his work while Tanvi Vipra went be-
yond her responsibilities to take the additional initiative of conceptu-
alizing our website. Udeshay Khurana, a self-driven individual, took 
complete charge of the design of the journal alongside his duty as an 
Editor. Kshitiz Aggarwal had new and creative ideas to offer to the 
table and Rijul A. Das always took charge in the face of difficult 
situations. Vedant Deshpande proved himself to be the most trust-
worthy and aware person of the lot. Even though I have tried to 
sum up their contribution in a few lines, it is this journal which 
speaks volume of their efforts. I hope in the coming editions the 
Editorial Board will continue to be a close group of individuals who 
work beyond hierarchies in creating this platform for students’ pub-
lications in the form of Ramjas Economic Review. 
 
Fizza Suhel 
Editor in Chief 
Ramjas Economic Review 
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ANALYSIS OF FRACTAL PATTERNS IN THE PRICES 

OF AGRO–BASED COMMODITIES  

NEHA SAM*, VIDHI VASHISHTH and YUKTI 

Jesus and Mary College, University of Delhi 

 

  Abstract 

This paper aims to investigate whether commodity markets follow a pattern with respect to 

prices and if they do, then whether this could be determined by using basic fractal theory and 

determination of Hurst exponent. The determination of Hurst exponent will help us to classify 

the time series as persistent or anti persistent i.e. how strongly does the time series tend to revert 

to its long term mean value. This result would thus lead us to understand if prices in the com-

modity market could be remotely predicted. Hence this fractal analysis can be used to determine 

the characteristics of the prices in an agro-based economy. 

Keywords: Prices; Pattern; Fractal Theory  

* Corresponding author’s email address: nehasam0799@gmail.com  

1. INTRODUCTION 
 

W hen we talk of patterns with respect to economic 
variables, the concept of memory comes to play 

instinctively. As per the Concept of Dynamic Memory in 
Economics by Valentina V. Tarasova and Vasily E. Tara-
sov, “the concept of memory is considered from the 
standpoint of economic models in the framework of con-
tinuous-time approach”. With this approach in mind, we 
have attempted to investigate if prices in the Indian Agro-
Based commodity market tend to show this behavior of 
possessing a long term memory. The investigation in this 
paper is streamlined towards the market for onions in the 
National Capital Delhi region. (Tarasova and  Tarasov, 
2017) 

 
On an average, the last few years have seen fluctuations 
and volatilities in all sectors of the Indian Economy. This 
includes some notable price variations in the commodity 
market. For an agro-based economy like India, even the 
slightest changes in the agro-based commodity market can 
prove to be detrimental to the country’s growth. Amongst 
all the agro-based products, onions nevertheless, have 
shown a high degree of instability in prices. Hence a study 
on onion prices in the Indian Economy might lead to a 
good insight into whether the market, in general, can be 
remotely predicted.  
 
The paper is inspired by the Fractal Market Hypothesis  
 

(FMH) which analyses the daily randomness of the mar-
ket and focuses on the price movements of assets and to 
understand the same, the Hurst Exponent approach has 
been used which is explained in detail in the methodology 
of the paper. 
 
This paper would unfold a suitable algorithm to find the 
Hurst exponent using statistical methods, specifically lin-
ear regression and time series analysis, wherein time is the 
independent variable and price of the commodity consid-
ered is dependent. The reason why time series analysis is 
chosen is because of the tendency of a time series to re-
gress strongly to its mean. The statistical measure chosen 
to classify time series is the Hurst exponent. (Subir Man-
sukhani, 2012)  
 

2. LITERATURE REVIEW 
 
It is quite evident that India has always been an agricultur-
ally driven economy with an enormous section of its 
GDP being derived from agriculture and allied activities. 
Politically speaking, a lot of emphasis is laid upon policies 
that are directly targeted towards the welfare of the agri-
culture sector. Agricultural price policies in India are 
aimed at poverty alleviation and food security and hence 
have played a pivotal role in the country’s development 
ever since Independence. With this aspect in mind if a 
pattern is found to exist in the prices of agro-based com-
modities, then this could lead to path-breaking develop-
ments in the formulation of new policies for the sector. 
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In pursuit of finding such a pattern, the mathematical 
concept of fractals seemed not just the most intriguing 
but also the most suitable concept. A fractal is a never-
ending pattern that is self-similar. Fractal patterns were 
first used in investment wherein research proved that 
stock markets follow a repeatable, cyclical fractal-like pat-
tern. 
 
This motivated us to extend this approach to agro-based 
commodities as the results could be quite fruitful to the 
economy. Based on the belief that history repeats itself, 
the Fractal Market Hypothesis focuses on the price move-
ments of assets. Through the course of this research, if a 
similar fractal-like pattern is found to persist in the speci-
fied commodity market, then the hypothesis which previ-
ously was known to be applicable only for financial mar-
kets, will find a new domain of existence. (Kristoufek, 
2012) 
 
The research is streamlined towards the market for on-
ions, taking onion as a representative of the agro-based 
commodities. Onion was chosen as the prime commodity 
since India is the second-largest producer of onions after 
China and in  India, onion is more than just a vegetable. 
Apart from being a diet staple and hoarder’s favourite, 
onion prices are often used as an indicator of inflation – 
and the attendant anger aimed at the government in 
charge.  Moreover, onion prices have always been a mys-
tery, as recent reports have suggested that onion prices 
have risen despite increased production which makes it 
relevant for research as it can be studied (to some extent) 
independent of external factors. (Ahluwalia, 2015). 
 
It has to be noted that a similar research was done in the 
Chinese economy by eminent mathematicians Yi Wang, 
Xin Su and Xueli Zhan in 2015 taking celery as a prime 
product which concluded that the price series of the same 
was multifractal and that this result could be safely used 
to deal with price prediction and risk assessment in future.  
 
Moreover, the research is inspired by V. Tarasova and 
Tarasov, 2015 paper on the concept of dynamic memory 
in economics and it seemed quite innovative to apply such 
a concept using mathematical methods to solve an eco-
nomic problem. Lastly, the paper by L. Kristoufek, 2012 
gave a detailed analysis of the Fractal Market Hypothesis 
being used to give reasonable predictions about the dy-
namics of financial markets, which served as a driving 
force for this research. 
   

3. METHODOLOGY  
 

3.1. Hurst Exponent 
In order to investigate the existence of any such patterns 
in the agro-based commodity market, we have used the 

Hurst Exponent approach. The Hurst Exponent (H) can 
be used to quantify the character of randomness exhibited 
in a time series via an autocorrelation measurement. 
 
0 < H < 0.5 represents anti-correlated behavior between 
variables  
H = 0.5 represents a process that is purely random 
0.5 < H < 1 represents positively correlated behavior and 
the persistence of definite patterns. 
 
Autocorrelation function can be obtained by C=22H-1 - 1, 
which is used to describe the influence of the present on 
the future. The Fractal Dimension can also be calculated 
from Hurst exponent by using the simple relation D=2-
H, which is a statistical quantity that gives an indication of 
how completely a fractal appears to fill space, as one 
zooms down to finer and finer scales. (Wang, Su and 
Zhan, 2015 and Mansukhani, 2012)  
 

3.2. Data Collection 
Onion prices for the years 2013-2017 are considered.  
This data set has been derived from the official website of 
the Consumer Affairs Department of the Government of 
India. The daily retail prices for Delhi for the month of 
July, August and September were observed and analysed. 
Onion is grown as an annual crop in India. Therefore it 
was suitable to take these three months such that the ex-
ternal factors do not differ month-wise. 
 

3.3. Method: Determination Of Hurst Exponent 
By Monofractal Analysis 
(R/S) Analysis has been used to apply monofractal analy-
sis which basically consists of finding the Hurst exponent. 
 
The algorithm of finding Hurst exponent using R/S 
analysis is the following :  
 
1. Split the time series of size N into disjoint subsets of 

time intervals Ta(a=1,..., A), each of size n. Calculate 
the mean of values of the commodity in each of these 
subsets denoted by     . Also, each value to the corre-
sponding time value is represented by        , i=1,...,n. 

 
2. The cumulative deviation       (k=1,...,n) is calculated 

for each Ta. 
 
3. Range Ra = max(        , k=1,...,n) - min(        , k=1,...,n) 
 
4. Sa= Standard Deviation for each Ta 
 
5. (R/S)n= average of Ra/Sa for a=1,..., A. 

Then on applying linear regression to the equation  

 
the value of H, Hurst exponent is estimated. (Wang, Su 
and Zhan, 2015) 
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4. RESULTS AND ANALYSIS 
 

4.1. Data 
Figure 1 is the price graph of daily retail prices (in Rs. per 
kg) of onions in Delhi from the year 2013-2017 for the 
months of July, August and September.  
 
Here, the x-axis represents the time period and the y-axis 
represents the price per kg in INR. The graph has been 
plotted using R software. 

4.2. Monofractal Analysis Results  

Table 1 lists the Hurst exponent values for each year from 
2013-17. It also lists the autocorrelation function value 
and fractal dimension for each year. Autocorrelation func-
tion value describes the influence of present on the fu-
ture. Fractal dimensions indicate how completely a fractal 
appears to fill up space as one zooms down to finer and 
finer scales. Also, as it is clear from the values calculated 
in the table, fractal dimensions are fractional in nature 
unlike dimensions of shapes in classical geometry. 
 

Hurst exponent has been calculated by running a suitable 
code in R software. 
 
Since the Hurst Exponent for each year is greater than 
0.5, therefore the variations are not completely random 
and can be predicted in short terms. The variations show 
fractal characteristics. 
 
V statistic is given by: 

Vn vs log(n) graph is used here to test for the stability of 
the Hurst exponent. If the process is persistent, the 
graphs should be upward sloping. 
 
The following are Vn versus log(n) graphs for each year: 

 
 
 
 
 

 

 

 

 
 
 
 
 

 

Figure 1: Daily retail prices (in Rs. per kg) of onions in Delhi 

from the year 2013-2017 for the months of July, August and 

September 

Source: Plotted by authors in R software using data from the 

official website of the Consumer Affairs Department of the 

Government of India. 

Table 1: Monofractal Analysis Results 

Source: Authors’ calculation  

Figures 2-6: Vn versus log(n) graphs for each year 

Source: Authors’ calculation  
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Since the Vn versus log(n) graphs for all the years are up-
ward sloping, and it was claimed that the process is persis-
tent, therefore the stability of the Hurst exponent is estab-
lished. (Wang, Su and Zhan, 2015) 
 

5. CONCLUSIONS  
 
By the values of the Hurst Exponent derived for onions 
for the year 2013-17 for the months of July, August and 
September, it is evident that the prices exhibit fractal 
characteristics. Therefore, the retail onion price series is 
Monofractal i.e. the price series is fractal in one character-
istic of the fluctuation.  
 
So, further scope of this research includes extending this 
analysis to Multifractal Analysis which can describe more 
than one characteristic of the fluctuation. 

It can be observed that the fractal dimensions calculated 
are fractional in nature, unlike the usual dimensions which 
are natural numbers.  
 
We also conclude that the time series of onion prices is 
persistent in nature. This may or may not be generalised 
to the other agro-based commodities of the Indian market 
but this fractal analysis can be used to determine the char-
acteristics of the prices in an agro-based economy. Lastly, 
this result could be of benefit to the policymakers of India 
while drafting policies targeted towards the agriculture 
sector since this paper proves that prices can be remotely 
predicted and that they are not completely random. 
Hence agricultural price policies could be made more effi-
cient via the scope of this research. 
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INDIA VERSUS COVID-19: A CASE IN FAVOR OF 

SUPPLY-SIDE POLICY SOLUTIONS 

VRINDA SAXENA  

Ramjas College, University of Delhi 

1. INTRODUCTION 
 

C ome March 2020 and the global public health out-
break, Covid-19, had made its presence felt big time 

in India. The virus, declared a global pandemic by the 
World Health Organization, not just overwhelmed India’s 
public health infrastructure but also brought into limelight 
fundamental loopholes in the organisation of India’s eco-
nomic emergency response mechanism. 
 
When Prime Minister Narendra Modi announced a nation
-wide lockdown on March 24th, 2020 in order to enforce 
social distancing measures and stop the spread of the vi-
rus, a country like India with a massive population of self-
employed and daily wage earners, was left to ponder the 
solutions to questions of sustaining livelihoods. 
 
Addressing these concerns, the Central government of 
India (GoI) provided a fiscal stimulus in two stages. In 
the first fiscal injection in April 2020, a package of Rupees 
1.7 lakh crore was announced, comprising of insurance 
cover for wage workers, food provisions and cash trans-
fers. Wages under the MGNREGA scheme were in-
creased from Rs 182 per day to Rs 202 per day and the Rs 
2000/- payouts (of the annual Rs 6000) to 8.7 crore farm-
ers of India under the PM Kisan Yojana, amounting to Rs 
17,400 crore for the government, were ordered to be dis-
bursed earlier in April. The next leg of the fiscal package 
announced relief operations worth Rupees 20 lakh crore 
to be delivered in tranches in May 2020. Dubbed as the 
PM Atmnirbhar Bharat Abhiyan (self-reliance campaign), 
it offers schemes of the provision of collateral-free loans 
amounting to Rs 3 lakh crore for MSMEs, Rs 45,000 
crore partial credit guarantee schemes for NBFCs for 
which the first 20% would have GoI as the guarantor, 
liquidity injection of Rs 90,000 crore in Indian DISCOM 
sector, and liquidity relief of Rs 2,500 crore for EPF es-
tablishments, among others. 
 
While the measures seem to have gone down well with a 
few economists and the electorate at large to douse mo-
mentary anxieties, the following article is an attempt to 
understand how cash transfers are not the policy solution 

India needs to prevent another crisis after one the ongo-
ing coronavirus-led immediate economic crisis.   
 

2. WHY SUPPLY? 
 
It has often been observed that failed policy measures 
stem from the minds of those who do not understand the 
nature of the problem in entirety. Thus, the following 
points explaining the characteristics of the crisis at hand 
are necessary to build the argument further: 

 
1. The Covid-19 outbreak in India, as in the world, can be 

described as an exogenous shock rather than an en-
dogenous one (Danielsson and Shin, 2002). In that 
sense, while the associated crisis is similar to the global 
financial crisis of 2007-08 with respect to shortages 
caused and liquidity crunch, the nature of the two cri-
ses are starkly different. Additionally, there is also a 
distinction in the nature and origin of the crisis- it may 
have originated like an exogenous crisis, but derives its 
damage from the endogenous risk amplification proc-
ess which has made all financial crises as bad as they 
turned out to be. 

 
2. The Coronavirus outbreak is more of a supply-side 

problem than a demand one. Studies show that the 
demand effect of the situation can be understood as 
dampening consumer spending and tilt of aggregate 
preferences towards essential and sustainable goods 
and services (Criteo, 2020). However, the bulk of other 
recession is stemming from the ‘containment’ meas-
ures adopted for social distancing that have brought 
manufacturing and production activities to a grinding 
halt (Baldwin, 2020). 

 

3. POLICY MEASURES 
 
The Indian government needs to be lauded for its 
promptness of action in ordering a large scale lockdown, 
even at the risk of appearing panicky. In hindsight, the 
initiative seems to have paid off in terms of preventing a 
steep acceleration in numbers of Covid-19 positive pa-

Author’s email address: vrindasaxena06@gmail.com 
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tients. However, while the move worked in favour of 
keeping a public health disaster at bay, it also had a signifi-
cant and not-so-pleasant impact on production.  
 
The lower panel in Figure 1 demonstrates how the impact 
of crisis with containment measures had a deeper impact 
on slowing down production than the crisis alone would 
have had. Work-from-home setup and information tech-
nology in India have made the service sector able to stay 
partially functional still. However, commodity manufac-
turing and a few backend ones like enabling IT infrastruc-
ture providers, which require physical proximity of work-
ers and machines, have been deeply affected. 

The cash transfer scheme adopted by the government, 
which can be described as ‘helicopter money’ in the words 
of economist Milton Friedman, is good to achieve only so 
much as an appeased electorate. Shrunken demand can 
also be traced back to falling income and saving levels. 
The ideal approach, hence, in this scenario should be for 
the government to pursue a slightly modified version of 
the fiscal stimulus package, replete with food and wage 
subsidies, provision of social safety nets like insurance 
covers and a stream of money redirected towards produc-
ers rather than consumers. In his book, Poverty and Fam-
ine (1981), Nobel Laureate Amartya Sen provides support 
for the above rationale by stating, “Manipulating total de-
mand, such as by printing money, will cause inflation and 
could make things much worse. Ensuring the supply of 
basic essentials, especially food, should be a priority”. As 
in May 2020, even while the government maintains that 
most schemes of its latest fiscal packages are largely self-
financing, the exchequer’s strain is visible and economists 
like C Rangarajan are predicting debt monetisation as the 
next step, despite the 1997 norm against it. Production 
processes have been hit, value chains are near shut and 
firms have already started running down their inventories. 
In this scenario of limited supply, if the government pro-
vides more idle cash to consumers it is only going to 
stimulate demand further and inevitably create inflation-
ary pressures. 

My case to push for stimulus for producers in the econ-
omy hinges on three main considerations: 
 

3.1. A blow to the manufacturing sector could 
imply its ruin in a service dominated economy 
  

The International Monetary Fund (IMF) predicted a 3 
per cent slowdown in global economic growth in 2019, 
and amidst this, India’s predicted growth forecasts also 
received double cuts- from 6% to 5.8% and then to 
4.9%. The automobile, FMCG, telecom and other sec-
tors faced major blows and the ongoing crisis seems to 
have hit like a meteor. 
 
Further, India’s transition to a developing country from 
an under-developed one was different from that of oth-
ers. We moved from being a majorly agrarian economy 
straight to a service-led growth pattern, skipping the 
phase of manufacturing activity booming. Given both 
these realities, it doubly becomes the government’s pri-
ority to provide cushion to production activities. In an 
already slowing economy, hit so deeply by another cri-
sis, if we are not careful today a number of manufactur-
ing units might end up hitting the rock bottom with no 
hands to pull them back. Small and medium enterprises 
(SMEs) of India could be among the worst hit.  

 
3.2. Biased effect on prices  
 

As discussed above, many services such as financial ser-
vices, communications, etc. are partially functional, 
thanks to India’s IT infrastructure. Goods manufactur-
ing, however, has taken a hit. If we operate with this 
assumption largely (although there are exceptions, such 
as enabling services), then we can observe that since 
labour supply is differently affected so will be the rela-
tive supply of the two (Baldwin, 2020). Containment 
policies that are aimed at avoiding community transmis-
sion of the notorious virus are going to reduce the sup-
ply of goods relatively more than the reduction of ser-
vices (Figure 2). Among goods also, the luxury goods 

Figure 1: Impact of lockdown on production 

Source: Richard Baldwin: Gourinchas (2020) 

Figure 2: Differentiated impact on supply 

Source: Author’s elaboration 
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market and FMCG that contribute a large portion of 
the revenue will be more deeply hit.  
 
In an ideal laissez-faire economy or other types of eco-
nomic shock, the government is not advised to step in 
for the producers. However, in the case of an exoge-
nous shock such as this one where supply chains are 
globally affected, it is almost mandatory for the govern-
ment to provide support in the form of price subsidies 
for market shares to recover, or cost subsidies on input 
procurement to manage the risk of cost-push inflation. 

 

3.3. Credit constraint  
 
The third and final argument stems from the nature of 
the crisis we are facing today. The good news is that 
since this crisis is exogenous in nature, there is not 
much of a culprit investigation to be done, but rather 
the focus is on damage control. Compared to the time 
of the global financial crisis of 2007-08, the banking 
system today is in better shape than what it was then. 
The crisis also did not originate in the financial system 
for massive bailouts to be essential. This simply implies 
that producers will not be facing lending crunches from 
the banks’ end. However, there’s also bad news. Com-
pared to 2007-08, the maximum amount of lending to-
day to suppliers and companies comes from the Non-
Banking Financial Corporations (NBFCs). These 
NBFCs are not privy to as much support by the govern-
ment as the banks, and in the Indian context NBFCs 
are not particularly in the best of shape today. To add to 
it, the degree of leverage that defines lending ecosystem 
today is also the reason why suppliers are at maximum 
risk. The great degree of indebtedness in the private 
sector is a major cause of concern (Csullag et al, 2016). 
It will hence not be long before credit dries up for pro-
ducers in the country, compounding the adverse supply 
shock. While the Reserve Bank of India (RBI) is also 
undertaking monetary policy measures of repo rate cuts, 
what we seem to be forgetting is that while the ongoing 
crisis is a massive financial crisis like the 2007 crisis, it is 
also not a liquidity crisis that developed within the sys-
tem, unlike the 2007 crisis! Monetary policy measures 
are only so much effective (Danielsson et al, 2020). The 
real stimulus to production and investment has to be 
fiscal in nature. 

 
Former RBI Governor and Chief Economist of IMF, 
Raghuram Rajan puts it in his book, Fault Lines: How 
Hidden Fractures Still Threaten the World Economy 
(2010), governments of the world are often more con-
cerned with jobs than inflation in economic policy re-
sponses. Economists who side with the cash transfer 
scheme have thus often cited the Phillips Curve argument 
to support the scheme, arguing for accepting more infla-

tion in lieu of decreased unemployment. It is true indeed 
that the world is looking at massive job cuts, but the Phil-
lips Curve does not have all answers to give this time. As 
in the 1970s when the relation broke down due to stagfla-
tion (reduced output plus higher inflation) in the US 
economy, the government needs to understand that its 
scheme of cash transfers will only increase inflation with 
no corresponding effect on unemployment if nothing is 
done to boost output today. For economists who argue 
that inflation is a less than likely scenario, the aspect that 
needs to be considered is that, depending upon the tenac-
ity of economies, it is quite likely that this recession may 
end up like a short-lived V-shaped one. It is also likely 
that pent up demand may shoot up suddenly post the 
lockdown (Loayaza and Penning, 2020). In that scenario, 
a sudden volatility led inflation might harm investor senti-
ment furthermore. Moreover, while supply chains of raw 
materials and labour have been hugely affected, a slight 
downward swing is observable in the demand side as well, 
given the fall in incentives to consume and in investment 
demand due to negative market sentiment. Monetary 
transmission is already weak and fiscal multiplier in devel-
oping countries especially has been noted to reduce too 
with the fall in aggregate estimates of consumption pro-
portions and more than usual sluggishness of the goods 
market. Using a simple C+I+G model it can be observed 
that no matter how large the change in government ex-
penditure, the magnitude of its final impact rests on the 
multiplier, hence making a demand-side fiscal stimulus 
diluted in its impact. In India, size of expenditure multi-
pliers has been found to be greater than central govern-
ment’s and when we put this fact together with the cur-
rent scenario when state governments spending is very 
less compared to the central government’s (coupled with 
the minuscule increases in borrowing margins for the for-
mer), we understand the magnitude of the situation. Fur-
thermore, the long-run aggregate expenditure impact mul-
tiplier was last estimated to be 1.03 (Mishra, 2019) for 
India, proving that a demand-side boost may not be very 
heavily impactful. State Bank of India’s CEA, Dr. Soumya 
Kanti Ghosh has declared that the newest leg of fiscal 
stimulus is expected to create an impact of Rs.2.03 lakh 
crore, which is minuscule if we consider the 20 lakh crore 
injected, and similar analysis was made about the earlier 
Rupees 1.7 lakh crore stimulus.  
 

4. WHERE DO WE GO FROM HERE? 
 
The pandemic teaches us two things about our economic 
systems today. First, while immediate policy solutions 
may be good to deal with the problem at hand, a crisis like 
this exposes weak spots in the fundamentals that need 
immediate mending. Second, our perception of risk, the 
threshold limit of its tolerance, and premiums for it have 
changed substantially, but not necessarily for the better.  
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Elaborating on these, foremost, we need to see that the 
public health infrastructure of almost every country is 
overwhelmed. That speaks a lot about how much we 
value essential services and about our resources in case we 
need to flex in times of emergencies. There is an urgent 
need for the world at large to upgrade its development 
services and infrastructure because, in the age of global-
ism, a crisis anywhere can tense matters. Additionally, 
while modern technology is developing at an exponential 
pace, our adaptability to switch to alternate systems or 
‘backups’ is still low. A case in point is that studies show 

how the sudden crisis has revealed to so many businesses 
around the world how business chains can be restructured 
to virtual ones yet they are reluctant from doing it. The 
ongoing crisis has brought the idea of mortality suddenly 
closer than what people presumed it to be and exposed 
the flaws of traditional systems. It is time now that we 
take lessons from these and work to reduce redundancies. 
Perhaps, the current exercise can serve as a vaccination to 
build the world economy’s immunity to potential future 
threats like these. 
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Abstract 

The infrastructural development of Noida and Greater Noida has led to the creation of a major 

construction labour market in these cities. What started out as a surge in construction labour 

demand for their infrastructural projects has been meted out by both migrant and local construc-

tion workers. However, there appears to be a wage differential between these migrant and local 

labour classes. We investigate this differential and attribute its determinants through Blinder-

Oaxaca decomposition analysis of Blinder’s Wage Differential Equation (using primary data). 

We also find that the determinants are of varying magnitude in the case of both migrant and lo-

cal labourers. This imparity necessitates for a revision of labour laws and wage policies of Uttar 

Pradesh. 

JEL Classification: E24, J31, J39, J71  

Keywords: Labour Income, Low Wage, Wage Differentials, Wage Distribution, Wage Gap, 

Wage Inequality 

1. INTRODUCTION 
 

F or any country, regardless of its status of develop-
ment or its procurement of scientific automation, 

labour remains at the heart of its production activity. La-
bour is so crucial to the development of an economy that 
Adam Smith went on to call it “…the first price,  
the original purchase money that was paid for all things. It 
was not by gold or silver, but by labour, that all the wealth 

of the world was originally purchased.” (Smith, 1776). 
Karl Marx too joined Smith on highlighting the impor-
tance of labour in his definition, addressing it as “…the 
sole power which can create an additional value over its 
subsistence, establishing its predominant role as a factor 
input that increases the economic value of prod-
ucts.”(Marx, 1950). Thus, gains from labour are not only 
in the form of the wages that a country’s workforce earns, 
but also in the form of economic progress as a whole that 
comes from each worker’s contribution. However, wages 
must not be overlooked in this process. In a capitalist so-
ciety, wages are indispensable for the welfare of its work-
force. Reasonable wages drive workers to work and un-
reasonable ones lead to exploitation, while also being a 
disincentive to labourers. It is for this reason and other 

issues of morality that equal wages for equal work are in-
stitutionalised in many countries across the world 
(including ours). However, differences in wage across so-
cial groups do seem to find their way into our system. 
This is evident from the collegium of studies on social 
inequality. While gender is one such social group, wage 
differences are also visible between migrants and local 
natives of any place. This has been reported in many sec-
tors, including construction (Srivastava and Sutradhar, 
2016). As per the estimates of National Sample Survey 
Office (NSSO), the construction sector is one of the ma-
jor sectors attracting migrants and is also a sector which 
has seen a rapid increase in employment in the recent 
years. The highest percentage of short duration migrants 
are workers in the construction sector (36.2%) (Srivastava, 
2011). This isn’t very surprising. After all, at a rate of 
78%, construction is the second most absorptive sector 
(Mitra, 2006). 
 
Theoretically, the primary reason for the movement of 
workforce from one sector and/or region to another is 
the differences in wages and this could reflect in the dif-
ferentials in employment opportunities or wages or both. 
These are in turn, a result of development patterns, lead-

Author’s email address: tomarmrinal@gmail.com 
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ing to the growth of certain sectors in specific locations. 
Hence, migration is a significant driver of development 
and promotes labour to make use of its optimum capabili-
ties. In modern India, we find evidences of this in the 
inland migration of people towards metropolitan cities 
and other Tier 1 cities1. This influx of labour force and 
refugee settlements in Delhi made Sanjay Gandhi push 
for the enactment of UP Industrial Area Act of 1976 
which provisioned for the creation of NOIDA (Guha, 
2007). NOIDA has now developed into a fully-fledged 
city. NOIDA’s shortage for accommodating further 
population was meted by Greater NOIDA, which also 
saw a similar boom in construction sector like NOIDA 
did. This created a boom in the demand for construction. 
The workforce needed for this was supplied by both mi-
grant and local working classes (not just in construction, 
though). In addition to this, when NOIDA’s market for 
labour is compared with other Tier 1 cities2 (Bengaluru, 
Chennai, Delhi, Ahmedabad, Pune, Kolkata, Hyderabad), 
it is unique in its composition and structure. Part of it 
could be reasoned with its rapid development experience 
in just 15-20 years. Although the labour market has both 
migrant and local workers, it is the local workers which 
seem to show a reluctance to work (or at least that’s what 
the contractors told us when we interviewed for our 
study). The labour-intensive requirements of the con-
struction sector and the shortage of labour supply 
(especially locals) has implications for wage, employment 
and migration of workers. We set out to answer if there 
exists a wage differential between local and migrant work-
ers of NOIDA and Greater NOIDA; and try to under-
stand what attributes account for this differential. 
 

2. LITERATURE REVIEW 
 
The most eye-opening piece of work on migrant labour-
ers in the construction sector of Delhi NCR is that of 
Srivastava and Sutradhar (2016). Their study, which dealt 
with migrants alone, found that “eight-hour wages of un-
skilled workers were below the legislated minimum in all 
the three administrative regions (Delhi, Gurgaon and 
Noida)”3. They added another surprising finding to this, 
about the status of migrant construction workers  that 
there is no impact of labour regulations- “Provisions of 
various labour laws such as the Interstate Migrant Work-
men’s Act; Contract Labour Act, Minimum Wages Act, 
Workmen’s Compensation Act, Payment of Wages Act 
etc. remain unimplemented.” This highlights the abomi-

nable standards of work where migrant labourers are em-
ployed. 
 
Another important thing the authors need to add here is 
that our study has been heavily modelled on and inspired 
from a similar study conducted in Kerala by KC Baiju and 
Shamna TC (2019). We adopt similar methodology for 
collection of data and analysis of wage equation. The 
equation which estimates the magnitude of each variable 
in widening/narrowing the wage differential was initially 
given by Alan Blinder (1973) when he estimated the deter-
minants responsible for racial wage gap in Nixon’s Amer-
ica. The decomposition analysis that follows is called 
Blinder-Oaxaca decomposition. Its etymology is epony-
mous to the economists who first used it to study racial 
(Blinder) and rural/urban (Oaxaca) wage gaps. Varinder 
Sharma (2014) further tweaked the equation a bit and ex-
tended it to decompose determinants of wage differential 
between local and migrant farm servants in Punjab. This 
study uses the same decomposition analysis and estima-
tion methods to investigate the wage differences between 
local and migrant construction labourers in NOIDA and 
Greater NOIDA. 
 

3. RESEARCH METHODOLOGY 
 
This study uses primary data sources to determine the 
factors responsible for the wage gap between migrant and 
local labourers in the construction sector of Noida and 
Greater Noida. For this sector, short-term data on mi-
grant labourers is unavailable in NSSO. The floating mi-
gration patterns (seasonal, occupational and temporary) of 
construction workers are further not captured in both 
NSSO and Census data. We used random sampling to 
locate 2 sectors in Noida and Greater Noida separately. 
These sectors turned out to be Sector 116 in Noida and 
Sector 16-B in Greater Noida.  
 
We then scouted these sectors for active construction 
sites and randomly selected 3 sites from each of them to 
collect primary data. Quite interestingly, these sectors 
show high urban infrastructural development in the form 
of residential apartments, residential colonies, shopping 
malls and commercial spaces. A pilot survey also indicated 
that a large number of migrant construction labourers 
work on these sites. The target sample size was of 100 
construction labourers which would contain a mix-up of 
both locals and migrants. Our survey had far more mi-

1The tier-wise classification follows from the memorandum published by Ministry of Finance, Government of India. “Re-
classification of cities/towns on the basis of 2001 Census – grant of House Rent Allowance (HRA) and Compensatory (City) Allow-
ance (CCA) to Central Government employees.” No.2(21)/E. II. (B)/2004. 
2See 1. 
3The minimum wages for eight hours of work, as set by the governments of UP for NOIDA when their study was conducted, are as 
follows- unskilled worker – INR 149, skilled worker – INR 187.08. These are not specific to the construction sector, as was mentioned 
in Srivastava & Sutradhar (2016). 
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grant labourers than local workers and this was further 
confirmed with the contractors on these sites who told us 
that there are fewer local workers available in the market 
than migrant labourers. We also interviewed 4 contractors 
at these sites for qualitative inputs to our investigation. To 
better understand our analysis, we need to guide you 
through the structural components that make up our sam-
ple. 
 

3.1 Sample Demography 
We are going to walk through this section with the help of 
charts and descriptive data. Our sample sizes are- migrant 
workers (76) and local workers (27). Figure 1 and 2 tell us 
about the age wise composition of our samples. The mi-
grant group is much younger than the local group, on av-
erage. 

Next, we look at the gender-wise breakdown of our sam-
ple. Male workers compose 86% of our migrant sample 
and 80% of our local sample. Married workers make up 
86% of our migrant sample and 85% of our local sample. 
A caste wise breakdown follows in the illustrations below: 

As far as educational qualifications are concerned, the 
migrant sample consists of 72 % literate and 28% illiterate 
workers. In the local sample, 70% of workers are literate 
and 30% of workers are illiterate. 

Figure 1: A map of Delhi and Noida (not to be scaled)  

Figure 2: A map of Delhi and Greater Noida (not to be scaled) 

Figure 3: A map of Noida showing Sector 116 (marked with a 

yellow pointer) & Sector 16 B (marked with a red pointer).  

Source: Author’s compilation  

Figure 4: Age of migrant construction workers  

Figure 5: Age of local construction workers  

Source: Author’s calculations 

Figure 6: Caste wise composition of migrants 

Figure 7: Caste wise composition of locals  

Source: Author’s calculations 
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Figure 8 gives us the state-wise make up of our migrant 
sample. We now turn to the kinds of jobs these workers 
do on sites. 88% of migrant workers are employed as ma-
sons and 11% as helpers/unskilled labour. The remaining 
of them work as painters. Whereas 60% of locals work as 
masons, 14% as carpenters, 9% as painters, 9% as plumb-
ers and the rest of them work as helpers/unskilled labour-
ers. Locals also earn wages per day at an average of  
INR 550 and migrants get an average of INR 410 for  
the same. 

3.2 Blinder’s Wage Equation 
The wage equation which we deploy for our analysis was 
first introduced by Blinder in 1973. Another version of 
the same equation was formulated to estimate wage dif-
ferences between local and migrant farm workers in rural 
Punjab (Sharma, 2014). Taking cue from this study, Baiju 
and Shamna (2019) replicated the same equation for their 
study in Kerala’s construction sector. We use the same 
equation in our analysis to understand the factors behind 
the wage differential between migrants and local labour-
ers. 
 
The variables we observe in our estimation are- age, caste, 
education, gender, marital status, educational qualifica-
tions, work experience, channel of recruitment, skill at 
handling equipment and nature of construction sites4.  
 
The wage equation is: 

W - wage rate in INR 

X - variable being investigated as a determinant of wage 
differential 

ui - error term  

αi - slope coefficient (unit change in lnWi for a unit in-

crease in Xi) 

Subscripts M and L- group for which the equations are 

being estimated (M for migrants and L for locals) 

From the properties of ordinary least squares (OLS), we 
know that lines of regression pass through the mean val-
ues of variables being estimated. Therefore, 

The bar on the variables indicates that these are their 
mean values and the hat indicates the OLS estimated val-
ues of coefficients. If migrants received the same wages as 
locals (for the migrants’ endowment of the determinants), 
then their average wage would be: 

To estimate the difference in wages, we subtract (5) from 
(3). This gives us the difference between the mean wages 
of locals and mean wages that the migrants would get if 
they were paid on the same terms as locals. This differ-
ence translates into how difference in endowments affects 
the differential (as shown here): 

Likewise, subtracting (4) from (5) gives the difference be-
tween the wages that migrants would get if paid on same 
terms as locals and what they’re actually being paid (as 
shown here): 

Adding equation (6) and (7) we get 

Equation (9) gives us the overall wage gap between local 
and migrant workers. It is important to note that there are 
two components to this difference- firstly, difference in 
endowments of the variables being observed                 if 
they were evaluated on the same terms as locals; and sec-
ondly, difference between the rates of return                if 
both locals and migrants had the same endowments of 
variables being observed. The latter is also taken as a re-
flection of discrimination or wage differentials. 
 

3.3 Estimation Of Wage Equation And Decom-
position Analysis 
After deriving the wage equation, we now estimate this 
equation using econometric software techniques. The re-
sults of our estimation and decomposition analysis have 
been summarised in Table 2. Firstly, we make the follow-
ing remarks on the basis of our estimation- 
 
i. Age is found to be a significant determinant in the case 

of migrants but not for locals. In fact, local workers as 

Figure 8: State-wise composition of migrants 

Source: Author’s calculations 

4Major- if it’s a new site or large-scale renovation; Minor- if it’s only repairs or small-scale renovation. 
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old as 55 years of age were found in our local sample. 
We learned from the contractors that older workers are 
hired only if they bring in appropriate skills like carpen-
try/knowledge of electric works. 

 
ii. Marital status significantly determines the wages of mi-

grants but not of locals. There exists economic litera-
ture backing this point (der Loop, 1994). The majority 
of migrant labour are married and seek higher wages for 
their families. This was confirmed by all the contractors 
that we interviewed. We show later in this paper from 
the results of our decomposition analysis that marital 
status is a dominant factor in positively affecting the 
wage differential between migrants and locals. 

 
iii. Education is found to be a significant component in 

determining the wages of migrants, but not those of 
locals. It is evident from our study that the share of illit-
erate workforce in both local and migrant workers is the 
same. This paradox remains unexplained because in our 
interviews with contractors, it was revealed that the lit-
eracy or educational qualifications of labourers are not a 
criteria when construction labour are hired. This hints 
that an unrevealed selection process is carried out by 
the agents who bring these migrants into cities for 
work. 

 
iv. Caste significantly determines the wages that migrants 

get. However, it is not an important determinant in the 
wages of locals. Another interesting thing to note here 
is that this could probably be because of the make-up of 
our sample. The migrant sample had much large num-
ber of SC/ST workers than the local one. Existing lit-
erature (Srivastava and Sutradhar, 2006) shows that 
there has been a disproportionate rise in the number of 
migrant SC/ST labourers in Delhi NCR’s construction 
sector- whereas the caste-wise demography of local 
construction labourers has remained the same. 

 
v. The type of work that labourers have been employed to 

do reflects directly in their wages. This is only obvious 
because different jobs require different levels of skills 
which is reflected in their pay. For example, in our sam-
ple (and interviews) we found that carpenters, plumbers 
and electricians are paid higher than painters and ma-
sons (who are in turn paid relatively higher than helpers 
or unskilled labourers). This difference between skilled 
and unskilled workers makes sense since it is in accor-
dance with the minimum wage laws- however the dif-
ference in wages between distinct pools of skilled la-
bourers asks for a skill-based decomposition analysis 
(we don’t do that here). 

 
vi. Gender, unsurprisingly, is also a significant determinant 

of wages in both the groups. Male participation is 

higher in physically hazardous work. Contractors in-
formed us that they prefer not hiring female labourers. 
The only role female workers are hired as is that of 
helpers/unskilled labourers. 

 
vii. The channel of recruitment for migrants affects their 

wages significantly, unlike the locals. Migrant workers 
told us that they receive their wages after a significant 
amount has been deducted in the form of 
“commissions”. Not only this, but they’re forced to 
take part in extremely hazardous jobs. This has a nega-
tive impact on their wages. 

 
viii. Work experience and skill at handling equipment, like 
gender, is unsurprisingly an equally responsible factor in 
determining the wages of both local and migrant labour-
ers. Human capital that is more proficient and trained in a 
job is of more value as labour than those who are inexpe-
rienced and unskilled. 

Hence, the factors which significantly determine wages 
for both migrants and locals are- work experience, skill at 
handling equipment, channel of recruitment, gender and 
type of work. The factors that significantly determine the 
wages of only migrants are- caste, education, marital 
status and age. This is complemented by the high R2 val-
ues of our regression. 
 
We now get to the decomposition analysis. Column 6 in 
Table 1 tells us about the magnitude with which every 
factor contributes to the wage differential between mi-
grant and local labourers. Column 7 helps us identify 
which variables have a positive or negative effect on de-
termining the wage differential (it shows the difference in 
contributions of factors). From the decomposition analy-
sis, we make the following remarks: 
 
i. Variables that reveal to have a dominant impact on the 

migrants for the wage differential are- marital status, 
type of work, gender, education and channel of recruit-
ment. Of these, gender and marital status appear to be 
the most dominant ones. 

 
ii. Variables that are found to have a dominant impact on 

the local workers for higher wages are- caste, work ex-
perience, size of the site and skill at using equipment. 
Of these, work experience remains to be the most 
dominant factor, followed by caste. A higher average 
age of locals also hints at local workers having more 
work experience than migrants. 

 
iii. When we estimated the role of age as a variable, we did 

not take into consideration any dummies for the same. 
This prevents us from assessing its dominance in the 
wage differential for migrants. However, what can be 
commented with certainty is that this variable is respon-
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sible for lower wages of migrants when compared with 
locals. 

 

iv. There appeared to be a need for investigating why 
these migrant workers continued to work for relatively 
lower wages. Comparing the MGNREGS wages in their 

Table 1: OLS estimates of wage equation and decomposition analysis (p-values in parentheses, tested for significance at 5% LOS ) 

Source: Author’s calculations 

(0.0501) 

(0.001)* 
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home states with their site wages, it is found that al-
though the wages on-site are lower than their fellow 
workers, but these wages are much higher than the 
MGNREGS wages they would have earned back in 
their villages. 

 
Keeping aside these remarks, the results of our decompo-
sition analysis are further illustrated in Table 2. 
 

4. CONCLUSION  

  
The last section makes it evident that migrant construc-
tion workers in NOIDA could be earning more than 37% 
of their daily wages if not for the structural changes. We 
also find that different variables are responsible with vary-
ing intensity for determining the wage differential be-
tween migrant and local construction workers in NOIDA 
and Greater NOIDA. A number of factors influence the 
employment status of migrant workers vis-à-vis their local 
counterparts in the construction sector. This, in turn, has 
a direct impact on their wages, social security and quality 
of life at large. (Baiju and Shamna, 2019). 
  
In this paper, we have identified how variables such as 
age, gender, marital status, education, caste, state of nativ-
ity, work experience, source of recruitment, skill at han-
dling equipment and nature of work have an immense 
influence on wage rates. All of this is with reference to the 
construction sector in NOIDA and Greater NOIDA, 
Uttar Pradesh. 

Drawing from Srivastava & Sutradhar (2016), it is evident 
that poverty is anchored in the labour process, and the 
other-ness of migrant workers disenfranchises them, sys-
tematically stripping them of their bargaining power. 
Other factors, mentioned above, further serve to exacer-
bate inequalities. 
  
A vast chunk of the Indian economy functions in 
‘disparate, irregular and fluid’ ways. Policy literature on 
the subject, more often than not, assumes that self-
employment is the principal mode of employment in the 
sector. There is also a lack of clarity as to the size of the 
sector (Breman, 1996). This, in turn, serves as an impedi-
ment to effective legislation, and laws made to bring 
about transformative change in the sector, prove to be 
toothless. The construction sector may have a higher de-
gree of formalisation when compared to, say, agriculture, 
but it still remains largely informal. This imposes costs on 
both workers and the economy at large. Workers are de-
prived of the benefits that legislation in the formal sector 
offers them and the State is deprived of tax revenues, 
leading to less than desirable effects on the economy. Our 
research further goes on to show that in spite of the pres-
ence of minimum wage laws, employment protection leg-
islation and right to equal pay, migrant construction work-
ers are not paid on par with local labourers and recruiters 
continue to exploit this differential. This has necessitated 
an imminent revision of labour laws and wage policies of 
the state to ensure that migrants do not continue to suffer 
the loss of their welfare. 

Table 2: Results of decomposition analysis  

Source: Author’s calculations 
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  Abstract 

A regular and clean supply of water is one of the most important requirements of a household. 

Following this, its pricing has a significant impact on how and where households get their water 

from. This paper aims to analyse the water tariff schemes of major urban areas like Delhi, Jaipur 

and Kolkata. These cities follow different pricing mechanisms which seek to achieve various ob-

jectives such as efficiency, affordability, equity etc. The paper tries to provide an idea on how 

pricing structures are determined and what objectives are fulfilled with each modification to the 

structure. The differences and similarities in pricing structures of the three cities are discussed, 

while international case studies are provided as examples. 
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1. INTRODUCTION 
 

1.1. Water As An Economic Good 

T he importance of water is becoming increasingly ap-
parent over time and across the world. In most de-

veloping and developed countries, a sufficient and safe 
supply of water is considered every citizen’s right (Shah, 
2016). Its importance in and of itself is not lost upon any-
one and hardly needs to be emphasized further. However, 
the importance of making this water adequately available 
to people requires due address. Before the emergence of 
the climate crisis, resulting from mass environmental de-
struction and the rapid depletion of natural resources, 
people’s attitudes towards water usage were fairly lax. 
However, as elementary economics suggests, an increase 
in scarcity leads to an increase in price. This is precisely 
what would have happened to water supply in the absence 
of appropriate regulation. At the International Conference 
on Water and Environment in 1992, it was decided that 
water has an economic value and thus, should be treated 
as an economic good (GWP, 2017). This made it possible 
to put a price tag on water supply. In order to ensure that 
these prices are not exploitative, it was noted in the con-
ference that water must first be seen as a human right and 
that access to it must be affordable. This responsibility of 
creating a fair, equitable and somewhat efficient pricing 
system falls upon government bodies. As per welfare eco-
nomics, the traditional pricing mechanism which equates 
demand to supply would not be applicable in this situa-

tion because of water’s status as a human right. In such a 
scenario, where a tradeoff must be made between equity 
and efficiency, a pricing system which aims to bring a bal-
ance between the two is the most desirable one. Various 
pricing systems are followed all over the world and each 
system deals with the equity-efficiency tradeoff differ-
ently. The aim of this study is to observe the pricing sys-
tems adopted by major urban government bodies in the 
country and analyse their effects on the end-users and/or 
the suppliers. 
 

1.2. The Demand For Water 
The demand for water comes from a very heterogeneous 
population for multiple uses. For example, farmers de-
mand it for irrigation, industries for production or house-
holds and service providers for domestic use, and so on. 
The quality and quantity demanded by these people have 
significant differences. To make the analysis easier, we 
focus only on urban water pricing. This includes the water 
supply prices faced by households in urban dwellings. The 
rationale behind focusing on urban water pricing is pretty 
straightforward. A large part of the Indian population has 
migrated to urban areas in search of a livelihood which 
has not only led to an increase in urban population but 
has also led to the rapid development of towns into urban 
dwellings. Since most people live in these areas, it be-
comes very important to focus upon the fundamental re-
quirement of these people, that is, a reliable water supply 
priced at an affordable rate.  
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1.3. Pricing Structure 
A pricing system typically has a tariff structure which is a 
set of procedural rules used to determine the conditions 
of service and monthly bills for water users in various 
categories or classes (Singh et al, 2005). A tariff structure 
is expected to fulfill certain objectives to ensure appropri-
ate pricing. Before we discuss the objectives, it is impor-
tant to understand the general functioning of a water dis-
tribution mechanism and the stakeholders involved in it. 
In India, the responsibility of providing water rests with 
the states. The state governments are responsible for set-
ting up and maintaining a water procurement, treatment 
and distribution framework. Today, many urban house-
holds have a metered connection to water, although this is 
not always true for the poor population. At times, the 
pipeline network does not reach poor or slum localities. 
The poor are then forced to source water through alter-
nate means such as buying it from private sellers or 
pumping groundwater with personal pumps, which is ille-
gal in most regions. We refer to the process of providing 
water to households through a government framework as 
the water distribution framework. The primary stake-
holders that we identify in this framework are categorised 
into two groups: one, the general public, who are hence-
forth referred to as consumers and two, the government 
which acts as the supplier.  
 

2. LITERATURE REVIEW 
 
As a policymaker grapples with the issue of creating a wa-
ter tariff, it must fulfill at least a few of the following ob-
jectives. These objectives are discussed in detail by Singh 
et al. (2005): 
 

i. Cost Recovery: This requires that tariffs charged 
from the consumers should produce revenue equal to 
the financial cost of supply. 
 
ii. Economic Efficiency: It requires that prices signal 
to the consumers the financial, environmental and other 
costs that their decisions to use water impose on the 
rest of the system and the economy. 
 
iii. Equity: The water tariff treats similar consumers 
equally while those consumers in different situations are 
not treated the same. Users shall pay monthly water 
bills that are proportionate to the costs they impose on 
the utility by their water use. 
 
iv. Affordability: Water, being basic a necessity for the 
maintenance of minimum health and hygiene standards, 
shall be provided to the poor at a price that they can 
afford through the system of subsidies. 
 
v. Simplicity: A tariff design should be simple and easy 

to understand and implement. It should be acceptable 
to the public and politicians. 

 
One would immediately notice that all five objectives can-
not be fulfilled simultaneously mainly because they are 
conflicting in nature. For example, the objective of cost 
recovery would expect water to be priced at its marginal 
cost. However, the affordability objective indicates that 
water must be priced below its marginal cost for the poor. 
Achieving both of these objectives simultaneously hardly 
seems possible and opens up the idea of a tradeoff in 
achieving objectives. Most water pricing structures 
achieve one or two of these objectives and adjust prices in 
such a way that other objectives are partially achieved. 
The idea of water prices being below the marginal cost 
can be illustrated through an example of certain towns in 

Maharashtra. There, revenue per connection is ₹120 per 
year as opposed to expenditure per connection which is 

₹1300 per year (Patwardhan, 1993). Thus, while there is a 
relief to the poorer sections of society and a certain de-
gree of affordability, the prices fail to achieve cost recov-
ery and economic efficiency for the state. The problem 
with such a pricing structure is that in the long run, as the 
government becomes unable to sustain the infrastructure, 
the quality and dissemination of water falls. This reduced 
quality and quantity of water will directly affect the con-
sumers, who will face the brunt of a poorly designed price 
structure. As a result, it becomes imperative to analyse the 
water tariff structures that are currently operational. 
 

3. TYPES OF TARIFF STRUCTURES 
 
Two popular tariff structures are widely used around the 
world: the uniform pricing system and the volumetric 
pricing system. In the uniform pricing system, consumers 
pay a fixed charge to the supplier regardless of the 
amount of water consumed, and usually this fixed charge 
depends on factors such as the size of the property and 
acts as a form of water tax. In the volumetric pricing sys-
tem, water is charged on the basis of the amount of water 
consumed per unit of consumption. Cities such as Kan-
pur, Indore, Surat and Madurai follow the uniform pric-
ing system (Mathur et al, 2006). This kind of system is 
generally lauded for its simplicity but provides no incen-
tive for the consumer to conserve water. 
 
Within the volumetric pricing system, a fairly popular sys-
tem of pricing is the Increasing Block Tariff (IBT) sys-
tem. In this system, the rate per unit of water increases as 
the volume of consumption increases. Consumers face a 
low rate up to the first block of consumption and pay a 
higher price up to the limit of the second block, and so 
on until the highest block of consumption (Ricato, 
SSWMT). International financial and engineering consult-
ants and water sector professionals working in developing 



20 

RAMJAS ECONOMIC REVIEW, VOL. 2 

countries commonly presume that IBT structures are the 
most appropriate way to determine water users’ monthly 
bills (Boland and Whittington, 1997) but this claim is con-
tended in their paper.  
 
After doing a review of the existing literature with regards 
to IBTs, and as argued by Whittington (1992), we agree 
that IBTs have several shortcomings, but they can be 
overcome. One of the main issues raised against IBTs is 
that of the construction of the first block and its pricing. 
If the initial block is too large and it is priced too low, the 
supplier may not be able to recover any of its costs. In 
fact, one of the prime features of an IBT is that it also has 
a concept of a lifeline block. The first block in an IBT 
system is referred to as the lifeline block. With the as-
sumption that poor people consume less water than rich 
people, the lifeline block is priced at an extremely low rate 
or, at times, is made free of cost (Ricato, SSWMT). Since 
the rich pay more for water, they are expected to subsi-
dise the usage of the poor. This cross-subsidy ensures 
that the poor are able to afford water at lower rates and 
the rich subsidise the water for them while ensuring cost 
recovery takes place. While this sounds viable in theory, a 
major problem with this stands in places where either the 
poor share meters or live in large families whose con-
sumption is greater than the average household consump-
tion. In such a scenario, the poor end up paying much 
more than the affluent simply because they fall in a higher 
block, despite their personal consumption being less than 
average (Singh et al, 2005). 
 

However, these shortcomings can be overcome and the 
benefits that it provides can supersede the shortcomings. 
If meticulous surveys on people’s demand, ability to pay 
and willingness to pay are done and the data is analysed 
appropriately, then the construction of this initial block 
should not be very difficult. 
 

4. TARIFF STRUCTURES IN DIFFERENT 
CITIES OF INDIA 
 
Most urban bodies use a combination of a uniform price 
and an IBT system, which is referred to as a two-part tar-
iff system. The fixed part is usually levied in the form of 
connection fee, water cess or sewerage charge. The gen-
eral trend in most cities has been a shift from a uniform 
price to a volumetric charge with some fixed part. Take 
the case of Chennai as an illustration. We see that until 
very recently, the Chennai Metropolitan Water Supply 
and Sewerage Board (CMWSSB), the water authority of 
the city, used to levy a fixed tariff irrespective of the 
quantum of water used (Vishwanath, 2019). However, 
now the city has moved towards an IBT system with a 

fixed portion which includes the sewerage charge 
(“Tariff”, CMWSSB). Cities like Jaipur, Bangalore, Delhi, 
Hyderabad, Agra, Prayagraj, Pune and Mumbai also fol-
low some form of the IBT system. 
 
The authors would like to discuss the tariff structures of 
Delhi, Jaipur and Kolkata in detail primarily because of 
the innovations that the policymakers have brought into 
the pricing mechanisms and whether these innovations 
are better than traditional pricing structures.  
 

4.1. Delhi 
In Delhi, most of the water supply and pricing activities 
fall under the jurisdiction of the Delhi Jal Board (DJB). 
Up until 2014, the city had a basic two-part tariff system 
which had a fixed rate and a volumetric charge. The volu-
metric charge in this structure followed an IBT system. 
However, a large part of the population did not have me-
ters and thus had to get water from illegitimate sources. 
This was because of the inability of the government to 
supply water to these regions and the subsequent birth of 
the ‘water mafia’. These were private suppliers who held a 
regional monopoly on water supply. As a result of this, 
the people without meters, who were mostly the poor, 
ended up paying more for water. To address this problem, 
the Delhi Jal Board altered their pricing mechanism and 
marketed it as a ‘free water scheme’. The alterations were: 
 

1) A subsidy was provided on the initial block (lifeline 
block) such that any domestic consumption within the 
20,000 litre limit would get a ‘zero-bill’. 
 
2) The tariffs of the higher blocks were increased by 
20%. If consumption exceeds the 20,000 litre limit, then 
the appropriate rate would be applicable to the entire 
amount of water consumed, and not the differential. 
 
3) For example, if your water consumption is 25,000 
litres per month, the bill will be calculated as: 25 x 

₹21.971 = ₹549.25 
 
A key requirement of availing the benefit of this subsidy 
was to have a government-approved water meter. This led 
to a considerable increase in the number of water connec-
tions and significantly reduced the presence of the ‘water 
mafia’ in the city. Now most of the households who 
shifted from an unmetered water supply to a metered wa-
ter supply are likely to have benefitted as they faced lower 
prices and could avail the subsidy if their consumption 
was sufficiently low. This indicates the fulfilment of both 
objectives of affordability and equity because the poor, 
who are assumed to consume less water, now get water at 
an affordable rate through the means of subsidy. More-

1
The water charges are per kilo liter (1kl = 1,000l). “Water”, Delhi Jal Board http://delhijalboard.nic.in/content/water-0 

http://delhijalboard.nic.in/content/water-0
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over, the existence of different prices for different con-
sumers ensures that equity is maintained. 
 
We will analyse the cost recovery of the new (introduced 
in 2015) and old (introduced prior to 2015) pricing struc-
tures. The calculation of expenditure includes the cost of 
water supplied and the sewerage charges as both of those 
constitute the production costs. Sewerage costs have not 
seen a significant change and have been progressively in-
creasing in each year by a marginal amount. Using data 
from Table A and Table B in the appendix, the revenue 
and expenditure data for both time periods are compiled 
to track their efficiency. The years 2013-2014 and 2014-
2015 are omitted due to ambiguity over the government’s 
resignation and the subsequent modification of their wa-
ter scheme from the next term when they were re-elected 
in 2015. 

From the two tables, it is clear that the Delhi government 
water tariff scheme has somewhat been able to reduce the 
difference between its revenue and expenditure and hence 
sustain the water subsidy. The price hike in higher blocks 
has led to the recovery of costs to an extent greater than 
ever before. 
 
In reference to the scheme’s funding, as per the budget 
documents of the Delhi government, it has spent approxi-

mately ₹1400 crores to actualise the price structure 
(Budget NCT, 2015-16). Subtracting that from the total 

balance at the end of 2018, we get a deficit of ₹1120.755 
crores, which is roughly 40% of the revenue deficit in the 
previous term with no subsidy. This decrease in the reve-

nue deficit is significant primarily because a section of the 
population pays virtually no money for their water con-
sumption but the DJB is still able to recover costs better 
than the previous pricing structure. 
 

4.2 Jaipur 
If we take the case of Jaipur, we find similarities in its tar-
iff structure with that of Delhi, with some minor differ-
ences. Although the effect of the scheme in terms of cost 
recovery and consumer benefit has been significantly dif-
ferent, mostly because of the finer details of the scheme. 
The water supply authority of Jaipur, the Public Health 
Engineering Department (PHED) made interesting 
changes to their tariff systems.  
 
In 2017, the PHED decided that the water tariff would be 
revised upward each year by 10%. Due to this, the aver-

age water bill for each household went up from ₹ 435 to ₹ 
550. The PHED claimed that the increase was necessary 
to secure loans from the bank for water projects (Pink 
City Post, 2017). This made an existing problem of de-
faulting even worse. The PHED had been seeing an in-
crease in the number of defaulters for the past six years 

and the amount of unpaid bills had reached ₹68,56,503. 
The only measure that was taken against the defaulters 
was to cut their connection but that proved to be futile as 
it did not ensure cost recovery (Sharma, 2018). 
 

Till 2019, the tariff system in the city was two-part, i.e. it 
had a fixed rate and a volumetric charge. The fixed rate 
was calculated on the basis of the average consumption of 
each household for the past six months. The system was 
incredibly complex with charges varying according to ser-
vice lines and the level of consumption. There also existed 
a flat charge for unmetered households (Water Tariff, 
PHED). 

 
In 2019, the city introduced a ‘free water’ scheme similar 
to the scheme we assessed in Delhi. The differences be-
ing: 
 
1. The lifeline block included consumption upto 15,000 

litres, which meant that urban households consuming 
under 15,000 litres do not have to pay any volumetric 
charge. 

 
2. Households in rural areas would be supplied up to 40 

litres of water per capita per day free of charge. 
 
Similar to the requirement in Delhi, this tariff would be 
applicable to only those households that have a metered 
connection of water. However, unlike Delhi, this require-
ment did not lead to an increase in the number of me-
tered households, primarily because of the exemptions 
made for non-metered households. The water charge for 

Table 1: Before modification (₹ lakhs)  

Source: Compiled by authors from official Delhi Jal Board 

figures.  

Table 2: After modifications to the price structures (₹ lakhs)  

Source: Compiled by authors from official Delhi Jal Board 

figures.  
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non-metered areas, which was earlier fixed at ₹ 240, was 
now made free of cost. As per data from the PHED (up 
to August 2019) there are about 1,91,689 consumers in 
Jaipur who don’t have a metered connection. There are 
about 21,866 flat rate connections in the city. If the aver-

age water bill for a metered household in 2019 was ₹127 

inclusive of all charges, then that bill amount changes to ₹ 
25.96 after the change in the price structure, which is a 
dramatic reduction, to say the least (Jain, 2019). 
 
The PHED already has a disappointing track record with 
respect to cost recovery up till 2018. By introducing a life-
line block, reducing fixed charges and exempting flat rate 
charges, the PHED has blocked a significant source of its 
income which is more than likely to affect cost recovery. 
The IBT system, along with the introduction of a free 
lifeline block, has the potential to change water pricing 
and delivery. However, different circumstances in each 
region and the effect of parallel price structures must be 
accounted for in order to get the desired results, some-
thing Jaipur may not have done properly. There are 
45,257 consumers but only 27,859 functional meters. This 
indicates that the government has no means to track wa-
ter consumption of roughly 38.4% of the consumers. This 
is worrying because without the means to track the water 
consumption of these consumers, the PHED has no 
means to prepare itself for capacity, leakages and unlawful 
use. Moreover, this price structure does not achieve eco-
nomic efficiency as the consumers are not made aware of 
the costs incurred in supplying water via the prices. 
 
As per the progress report released by the PHED, huge 
gaps have been observed between the revenue and expen-
diture of the department over the years. In the financial 

year 2018-19, the expenditure was as high as ₹2,412.98 

while the department generated a revenue of only ₹390.07 
crores which is only 16.1654% of the expenditure. A simi-
lar trend was seen in the past few financial years. The only 
source of revenue generation for the department has been 
billing (ibid). The revenue and expenditure trend can be 
summarised in Figure 1. 
 

4.3. Kolkata 
The case of Kolkata is interesting for many reasons. 
Firstly, the city has a rich source of water from the river 
Hooghly and has liberal access to groundwater as well. 
Despite an abundance of water, the supply and pricing 
system of water in Kolkata is in shambles. The municipal 
authority, Kolkata Municipal Corporation (KMC), has 
been unable to recover costs and monitor supply across 
its command area. Due to bad planning and rampant 
criminal activities, the water-rich city is now becoming 
water-stressed. Prior to 2003, a ‘nominal water fee’ was 
charged for domestic use along with the property tax paid 
quarterly by the residents. This form of flat rate was dis-
continued by the government and at present, domestic 
water supply is not billed in the city. For any new connec-
tion, a household has to pay a fixed charge which includes 
a meter charge and road restoration fees. This can cost a 

consumer somewhere between ₹1500 and ₹6000 based 
on the size of the meter. A household is also liable to pay 

rent for the meter which varies between ₹100 to ₹1100 
per month, depending on the size of the meter. Clearly, 
these prices are much higher than those found in any 
other city. These prices are close to indicating the actual 
value of water. So, one can conclude that having such 
prices may indicate economic efficiency. However, due to 
high prices, most households pump their own groundwa-
ter despite having a piped connection (Basu, 2015). This 
has led to a sharp decline in the groundwater tables and a 

Figure 1: Revenue versus Expenditure of the PHED Department, Rajasthan 

Source: The Wire, “Rajasthan: Gehlot's Free Water Scheme Benefits Neither Consumers Nor The Exchequer”, 2019 
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steep rise in arsenic levels in the water. 
 
Public taps in Kolkata are not billed and hence are re-
sponsible for a significant portion of water wastage and 
revenue loss for the KMC. The pricing structure in Kol-
kata fails to fulfil the objective of not just cost recovery, 
but also that of simplicity. Users in the city have been di-
vided into 49 categories for levying in connection fees and 
these include stables, cooling plants, flushing purposes in 
the market areas, firefighting, medical practitioners, film 
actors and painters, owners of newspapers, estate agents, 
racehorse jockey, persons engaged in the profession of 
loading and unloading and others (Mathur, 2006). Efforts 
have been made by the authorities to simplify this system 
and increase the coverage of piped connections. For ex-
ample in 2002, 85% of the population was served by a 
piped connection but by 2015, this figure jumped to 94%. 
Although it is an increase, the increase is not significant 
enough. The provision of free water through public taps 
ensures that water is available even to the poorest in the 
city, but studies have shown that most people are ready to 
pay money and even higher prices for water (Majmudar et 
al, 2009). In such a situation, the water authority of Kol-
kata must adequately charge at least a nominal fee for wa-
ter and ensure a steady revenue flow.  
 

5. INTERNATIONAL PRACTICES 
 
Most developed and developing countries have experi-
mented with different forms of pricing structures to suita-
bly price water to ensure availability while also indicating 
the true economic cost of providing water to households. 
We will briefly look at the tariff structures of Australia 
and Guinea. 
 
In a case study published by the World Bank Oxford Uni-
versity Press, we observe the case of the Hunter District 
Water Board. The Hunter District Water Board supplies 
water to Newcastle, the second-largest city in New South 
Wales. In the 1970s, the board had proposed the con-
struction of a new dam to ensure capacity for rising de-
mand but was short on finances. In 1982, the board re-
formed its tariff structure and ensured a reduction in de-
mand and a simultaneous increase in revenue.  
 
Prior to this reform, users had to pay a flat charge on the 
basis of the value of their property, for a base or free al-
lowance of water. The free allowance was generous, with 
the result that the cost to most consumers at the marginal 
unit of water consumed was zero. Consumers who ex-
ceeded the base allowance paid a volumetric charge. The 
reform introduced a two-part tariff structure, similar to 
the ones observed in Delhi and Jaipur but without the 

lifeline block. This reform modified the base charge such 
that it was still based on land value but simultaneously 
reflected that it only existed to cover the fixed costs of the 
board. There was a phased change to the tariff structure 
and it led to dramatic impacts. This pricing reform based 
on the principles of consumption-based pricing, full cost 
recovery and the removal of cross-subsidies was success-
ful as it led to many similar reforms by urban authorities 
in the country (Ariel, 2000). 
 
In a move similar to Delhi and Jaipur, Guinea has 
adopted a lifeline block within its IBT system and has 
made the consumers falling under this block free of pay-
ment. The water authority is a private commercial opera-
tor. Subsequent block rates were increased in a phased 
manner so that the higher paying consumers could subsi-
dize the consumption of those falling in the lifeline block. 
This has ensured the fulfilment of affordability and equity. 
External credit was sought to sustain the phased increase 
of tariffs to ensure cost recovery at a future date which 
has worked out well for Guinea (Mathur et al, 2006). The 
pricing structure also seems to be fairly simple to under-
stand and hence, fulfils the objective of simplicity as well. 
 

6. CONCLUSION 
 
As we get closer to a climate crisis, it is expected that a 
large part of the population will lose its access to clean 
water very soon. In this context of scarcity and urgency, it 
becomes very important for municipal bodies to get water 
tariffs right which will not only ensure availability of water 
but also make sure that the prices encourage conservation 
of water. From the brief analysis we have conducted 
above, we are of the belief that the water tariff system of 
Delhi has by far been able to produce desirable results. 
However, no empirical study has been conducted to sub-
stantiate these claims. The authors are currently working 
on this issue to gather evidence via a primary survey to 
evaluate the benefits of the water tariff structure of Delhi.  
The primary research aims to look into the various as-
pects of consumer behaviour and public reaction to pric-
ing policies of essential commodities.  
 
Such innovations in tariff structures are essential espe-
cially for cities like Kolkata which have an abundance of 
water, but poor management systems. These innovations 
encourage households to install a water meter in order to 
benefit from a subsidy. This decreases the households’ 
dependence on illegitimate sources of water and helps the 
authorities to keep track of the water consumption pat-
terns. This can ensure that there is no reckless use of wa-
ter and can help in ensuring that groundwater tables do 
not get depleted. 
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APPENDIX 
 
Table A: Expenditure incurred on water supply and sewerage programmes in Delhi during 2007-2018 

Table B: Revenue Collection of Delhi Jal Board 
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Abstract 

This paper empirically investigates the relationship between institutional quality and economic 

growth in South Asia. It further aims to pinpoint specific aspects of institutional quality which 

are more important in determining economic growth in South Asia. To an extent, this study also 

empirically tests the mechanism through which institutions affect economic performance, which 

was propounded by Daron Acemoglu, Simon Johnson, and James Robinson in 2005. Panel data 

regression analysis has been used to undertake this study. The dataset used for this study has 

been compiled from larger datasets provided by the United Nations, World Development Indica-

tors and World Governance Indicators. It is observed that institutional quality has a positive 

impact on economic growth in South Asia. More specifically government efficiency, regulatory 

quality, control of corruption, rule of law, voice and accountability, and political stability and 

absence of violence/terrorism have a positive effect (in descending order of magnitude) on eco-

nomic growth in South Asia. Despite emphasising the role of institutional quality as an impor-

tant determinant of economic growth, this study reaffirms the critical importance of factors such 

as capital stock, labor force, and international trade in determining economic growth. The results 

also show that economic institutions are fundamental determinants of economic growth in South 

Asia; and further indicate that political institutions also have a positive effect on economic 

growth in South Asia indirectly via economic institutions, though the evidence on the latter 

proposition is not very conclusive. 
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1. INTRODUCTION 
 

O ne of the most pressing questions in the literature 
of economics of growth and development is: Why 

some countries are poorer than others? The evolution of the an-
swer(s) to this question corresponds to the historical tra-
jectory of the evolution of the theories of economic 
growth. Classical economists like Adam Smith, Karl Marx, 
Thorstein Veblen, Joseph Schumpeter were much con-
cerned with economic growth. But the modern revival of 
the topic of economic growth started in the mid-twentieth 
century with a remarkable paper by Roy Harrod in 1939. 
This also marked the beginning for much of the theoreti-

cal and empirical research aiming to explain the interna-
tional differences in income levels and their growth rates. 
 
The so-called Harrod-Domar model of economic growth, 
which is based on the Keynesian saving-investment analy-
sis predicts that the cross-country differences in economic 
growth are primarily due to the differences in aggregate 
economic parameters such as savings rate, capital-output 
ratio, population growth rate and rate of depreciation. 
Neoclassical growth models, explains the differences in 
income per-capita in terms of the different paths of factor 
accumulation across countries. New growth theories have 
taken two major paths to explain the international differ-
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ences in income levels and their growth rates. First, they 
have emphasised the role of human capital and its deliber-
ate accumulation over time. Second, they have empha-
sized the linkages between economic growth, technologi-
cal growth, factor productivity, and innovation.  
 
Despite such a rigorous and vibrant theoretical and em-
pirical tradition ‘it [economic growth theories] has for a 
long time seemed unable to provide a fundamental explana-
tion for economic growth’ (Acemoglu, Johnson, and Rob-
inson, 2005). Scholars belonging to the institutional 
school of economic thought believe that physical capital, 
human capital, and technological growth are only proxi-
mate causes of growth. In the sense that they raise addi-
tional questions regarding the reasons for the cross-
country differences in physical capital, human capital and 
technological growth. ‘The factors we have listed 
(innovation, economies of scale, education, capital accu-
mulation etc.) are not causes of growth; they are 
growth’ (North and Thomas, 1973)). In North and Tho-
mas’s view, the fundamental explanation of comparative 
economic growth is the difference in institutions.  
 
The broader emphasis on the role of institutions in deter-
mining economic behavior, in general, started with the 
works of Thorstein Veblen (see for example Veblen 
(1899)). The modern revival of this approach started with 
works of scholars like John Kenneth Galbraith, Gunnar 
Myrdal, Robert Fogel, Douglas North, and others (see for 
example Galbraith (1958), Myrdal (1968), North (1990)). 
They undertook cross-discipline analysis to establish the 
relevance of formal and informal institutions for the 
economy, and the society in general.  
 
A more focused inquiry into the relationship between in-
stitutional quality and economic growth also has rich 
theoretical and empirical literature (see for example East-
erly and Levin (2000), Acemoglu, Johnson, and Robinson 
(2002,2005), Rodrik (2008)). Many other studies have in-
quired into the relationship between economic growth 
and specific aspects of institutional quality such as corrup-
tion, form of government, property right enforcement, 
rule of law and others (see for example Barro (1991), 
Knack and Keefer (1995), Mauro (1995), Vijayaraghavan 
and Ward (2001), Ulubasoglu and Doucouliagos (2004), 
Asgar, Qureshi, and Nadeem (2015), Iheonu, Ihedimma, 
and Onwuanaku (2017)). There is also evidence of a bilat-
eral causality between institutional quality and economic 
growth (see for example Chong and Calderon (2000)). 
One common conclusion of all these studies is that an 
improvement in institutional quality does not lead to a fall 
in economic growth (rather in most cases it leads to a rise 

in economic growth). 
 
In this context, there are three main objectives of this 
study. First, to investigate the relationship between insti-
tutional quality and economic growth in South Asia. Sec-
ond, to pinpoint specific aspects of institutional quality 
which are more important in determining economic 
growth in South Asia. Third, to an extent, empirically test 
the mechanism through which institutions affect eco-
nomic performance, which was propounded by Daron 
Acemoglu, Simon Johnson, and James Robinson in 2005. 
 
It is observed that institutional quality has a positive im-
pact on economic growth in South Asia. More specifically 
government efficiency, regulatory quality, control of cor-
ruption, rule of law, voice and accountability, and political 
stability and absence of violence/terrorism have a positive 
effect (in descending order of magnitude) on economic 
growth in South Asia. Despite emphasising the role of 
institutional quality as an important determinant of eco-
nomic growth, this study reaffirms the critical importance 
of factors such as capital stock, labor force, and interna-
tional trade in determining economic growth. The results 
also show that economic institutions are fundamental de-
terminants of economic growth in South Asia; and further 
indicate that political institutions also have a positive ef-
fect on economic growth in South Asia indirectly via eco-
nomic institutions, though the evidence on the latter 
proposition is not very conclusive. 
 
This study contributes to the existing literature in the fol-
lowing ways. First, it uses a more reliable, more transpar-
ent and all-encompassing dataset on different aspects of 
institutional quality provided by World Governance Indi-
cators1. Second, there has been limited empirical research 
to identify specific aspects of institutional quality which 
are more important in determining economic growth, es-
pecially in the context of South Asia; this study attempts 
to identify such specific aspects of institutional quality. 
Third, it reaffirms the importance of factors such as capi-
tal stock, labor force, and international trade as funda-
mental determinants of economic growth. Fourth, to an 
extent, this study presents empirical evidence in favor of 
the mechanism through which institutions affect eco-
nomic performance, which was propounded by Daron 
Acemoglu, Simon Johnson, and James Robinson in 2005. 
 
The next section discusses the underlying theoretical 
framework for this study. Section 3 outlines the econo-
metric model and estimation methods used in this study. 
Section 4 presents a detailed description of the dataset 
which has been compiled from various data sources for 

1The methodology through which World Governance Indicators are constructed can be viewed at https://info.worldbank.org/
governance/wgi/Home/Documents (last viewed on 22nd December 2019). 



28 

RAMJAS ECONOMIC REVIEW, VOL. 2 

econometric estimation. Section 5 presents estimation 
results based on various estimation methods and their 
relevant interpretations. Section 6 concludes the study and 
links some of the findings to the theoretical issues dis-
cussed in Section 2. Appendix and Notes can be found at 
the end of the paper. 
 

2. THEORETICAL FRAMEWORK 
 
What are institutions? This study uses the following defi-
nition, propounded by Douglass North: ‘Institutions are 
the rules of the game in a society or, more formally, are 
the humanly devised constraints that shape human inter-
action. In consequence, they structure incentives in hu-
man exchange, whether political, social, or eco-
nomic’ (North, 1990). This definition brings out three 
important characteristics of institutions. First, they are 
humanly devised constraints. Second, they shape human 
interaction. Third, they structure incentives in human ex-
change.   
 
To understand the relevance of institutional quality as an 
important determinant for economic growth, it is impor-
tant first, to understand the distinction between economic 
institutions and political institutions. Both economic insti-
tutions and political institutions influence the structure of 
incentives in society, but in different aspects. Economic 
institutions are concerned with aspects like - credibility of 
government’s economic policies, judicial and civil services 
efficiency, property rights, quality of contract enforce-
ment, and others. Political institutions are concerned with 
aspects like the extent of elite control of the state, peo-
ple’s participation in government selection, freedom of 
expression, free media, political stability, and others.  

Now, it is useful to consider the mechanism through 
which institutions affect economic performance as de-
scribed in Acemoglu, Johnson, and Robinson (2005) and 
presented by the schematic diagram in Figure 1. Political 
institutions and the distribution of resources amongst dif-
ferent social groups in period t determine de jure and de 
facto political power in period t. The de jure and de facto po-
litical power in period t determines the state of economic 

institutions in period t and political institutions in period 
t+1. Economic institutions in period t determine eco-
nomic performance2 in period t and the distribution of 
resources amongst different social groups in period t+1. 
Thus, economic institutions have a direct impact on eco-
nomic performance, while political institutions affect eco-
nomic performance indirectly via economic institutions.  
 
This study adopts the following theoretical strategy to 
address its objectives. The neoclassical production func-
tion (see for example Solow (1956)), postulates that total 
output is equal to technical change factor times a function 
of capital stock and labor force. This production function 
has been expressed in Equation 1. 

Here Y stands for total output/total income, A stands for 
the technical change factor, K stands for capital stock and 
L stands for the labor force. There are strong theoretical 
and empirical justifications of the hypothesis that the eco-
nomic interaction of an economy with the rest of the 
world, i.e. international trade has a significant effect on 
income (total output). This can be justified based on al-
most every theory of international trade either based on 
comparative advantages (Ricardian Model, Specific Fac-
tors Model, Heckscher-Ohlin Model, and Standard Trade 
Model) or economies of scale. Many empirical studies 
have shown that international trade has a quantitively 
large and robust positive effect on income (see for exam-
ple Frankel and Romer (1999)). Thus, the extended func-
tional relationship has been expressed in Equation 2.  

Here T stands for international trade. Every independent 
variable in Equation 2 is directly observable except the 
technical change factor. The technical change factor 
represents the composite effect of all factors which effect 
total output for a given amount of capital stock and labor 
force. The popular components of technical change factor 
are technological growth, innovation, human capital, insti-
tutional quality, and others. Based on the discussion in 
this paper so far, it is reasonable to postulate that techno-
logical growth, innovation, human capital and other such 
factors are proximate determinants of technical change fac-
tor while institutional quality is the fundamental determi-
nant of technical change factor. Hence, the technical 
change factor can be exhaustively measured through the 
data on institutional quality. Finally, the functional rela-
tionship which act as the basis of the econometric model, 
specified in the next section has been expressed in Equa-
tion 3.  

2Economic performance can mean many things. This study concentrates solely on economic growth as an exhaustive measure of 
economic performance. 

Figure 1: Mechanism through which institutions affect eco-

nomic performance. 

Source: Acemoglu, Johnson and Robinson (2005). 
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Here IQ stands for institutional quality. It is reasonable to 
expect that all the independent variables, i.e. capital stock, 
labor force, international trade, and institutional quality, in 
Equation 3 have a positive effect on total output/total 
income.  The functional relationship in Equation 3 sug-
gests that in addition of institutional quality, factors such 
as capital stock, labor force, and international trade are 
also fundamental determinants of total output/total in-
come. This view is divergent from the arguments put 
forth by pure institutionalists, according to whom institu-
tions and institutional quality is the only fundamental de-
terminant of income level and its growth rate. 
 

3. ECONOMETRIC MODEL AND ESTIMA-
TION METHODS 
 
Based on the discussion in this paper so far, the econo-
metric model used in this study has been expressed in 
Equation 4.Here, i refers to the number of cross-sectional 

subjects in the panel dataset, t refers to the time dimen-
sion of the panel dataset and j refers to the different as-
pects of institutional quality which have been considered 
in this study.  
 
It is observed based on the analysis of the compiled data-
set, that the natural log of the observable variables for the 
explanatory variables, i.e. capital stock, labor force, and 
international trade, have a strong uncontrolled positive 
correlation with the natural log of the observable variable 
for total output/ total income (see Appendix A.1.). This 
observation is as per the priori expectation.  
 
It is also observed that there is a weak uncontrolled nega-
tive correlation between different aspects of institutional 
quality which have been considered in this study and the 
natural log of the observable variable for total output/
total income (see Appendix A.1.). This observation is not 
as per the priori expectation because it is unreasonable to 
expect that an improvement in institutional quality would 
lead to a decrease in the natural log of total output/total 
income. This suggests that in order to understand the re-
lationship between institutional quality and the natural log 
of total output/total income there is a need to control for 
other variable(s). As discussed in the previous section, 

theory suggests that capital stock, labor force and volume 
of international trade needs to be controlled. This is the 
justification of the model specified in Equation 4.    
 
As described in the next section, six aspects of institu-
tional quality have been considered in this study. Data on 
different aspects of institutional quality has been used turn 
by turn, to estimate the econometric model given in Equa-
tion 4. This ensures two things. First, the problems re-
lated to imperfect multicollinearity are avoided, since it is 
only reasonable to expect that the data on different as-
pects of institutional quality are correlated amongst them-
selves. This expectation is borne out in reality (see Appen-
dix A.2.). Second, specific aspects of institutional quality 
that are more important in determining economic growth 
in South Asia can be identified conveniently and accu-
rately. 
 
The econometric model given in Equation 4 ensures that 
the estimates of β1, β2, and β3 are the partial elasticities of 
total output/total income with respect to the capital 
stock, labor force, and international trade respectively. 
The estimates of β4 are the semi-elasticities of total out-
put/total income with respect to the different aspects of 
institutional quality.  
 
The estimation methods which have been used in this 
study are pooled OLS estimation, fixed effects estimation 
and random effects (Swamy-Arora)3 estimation. Intui-
tively speaking, it does not appear that the pooled OLS 
estimation method will be the appropriate estimation 
method since it is reasonable to expect heterogeneity 
amongst different countries of South Asia. Similarly, it 
does not appear that the random effects estimation 
method is the appropriate estimation method since it as-
sumes that the sample of countries is drawn from a much 
larger universe of such countries, which is not the case 
here as all the countries of South Asia4 are part of the 
sample.  
 
Moreover, “even if it is assumed that the underlying 
model is pooled or random, the fixed effects estimators 
are always consistent” (Gujarati, Porter, Gunasekar 
(2017)). Hence, in the context of the objectives of this 
study, it appears that the fixed effects estimation method 
is the most appropriate estimation method for this study.  
 
For the sake of completeness, the econometric model given 
in Equation 4 has been estimated by all three estimation 
methods. The decision regarding the most appropriate 

3Swamy-Arora estimation method is the most widely used random-effects estimation methods in situations concerning balanced 
panel data. 
4South Asia for this study has been defined as a group of countries that are members of the South Asian Association for Regional 
Cooperation (SAARC).  
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estimation method(s) has been made based on F-test, 
Hausman test, and Breusch-Pagan Lagrange Multiplier 
test. Robust standard errors have been used for the pur-
pose of statistical inference5. 
 

4. THE DATA 
 
This study uses a panel dataset which has been compiled 
from larger datasets provided by the United Nations, 
World Development Indicators, and World Governance 
Indicators. The compiled dataset includes data on eight 
countries that are members of the South Asian Associa-
tion for Regional Cooperation (SAARC), i.e. Afghanistan, 
Bangladesh, Bhutan, Nepal, Maldives, India, Pakistan, and 
Sri Lanka, for the period 1996-20176.     
 
The description of data on the dependent variable and 
controlled variables, i.e. total output/total income, capital 
stock, labor force, and international trade is given in  
Table 1.  

In this study, data on all the six aspects of institutional 
quality provided by World Governance Indicators has 
been considered. The data on different aspects of institu-
tional quality provided by World Governance Indicators 
has certain characteristics, which makes it superior to  
any other dataset on institutional quality. These character-

istics have already been discussed in Section 1. The de-
scription of data on different aspects of institutional qual-
ity provided by World Governance Indicators is given in  
Table 2. 

5Since the number of cross-sectional subjects is less than the time dimension, Panel Consistent Standard Errors (PCSE) suggested by 
Beck and Katz have been used. 

6The sample size is 152. This is because the data on different aspects of institutional quality for the years 1997, 1999 and 2001 is 
not available. 
7Gross Capital Formation at constant 2010 prices, has been used as a proxy variable for capital stock.  

Table 1: Description of data on dependent variable and con-

trolled variables.  

Source: Author’s compilation based on data provided by the 

United Nations and World Development Indicators.  

Table 2: Description of data on different aspects of institu-

tional quality. 

Source: Author’s compilation based on information provided 

by World Governance Indicators. 
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It should be noted, that the “estimate” of different as-
pects of institutional quality used in the analyses are not in 
absolute units but standardised units. “Estimate gives the 
country's score on the aggregate indicator, in units of a 
standard normal distribution, i.e. ranging from approxi-
mately -2.5 to 2.5” (World Governance Indicators). 
 

5. ESTIMATION RESULTS AND INTER-
PRETATION 
 
In this section, the estimation results based on pooled 
OLS, fixed effects and random effects (Swamy-Arora) 
estimation methods have been presented. Based on the 

results of the F-test, Hausman test, and Breusch-Pagan 
Lagrange Multiplier test the correct estimation method(s) 
has been determined. This section ends, with the interpre-
tation of the main results, based on the appropriate esti-
mation method(s). 
 
The descriptive statistics of the compiled dataset and the 
results of the F-test, Hausman test, and Breusch-Pagan 
Lagrange Multiplier test can be found in the Appendix 
(see Appendix A.3. and Appendix A.4.). The estimation 
results of Equation 4, based on the different estimation 
methods are given in Tables 3 to Table 5 8. 
 

8Values in the parentheses in Tables 3 to Table 5 represents p-value; *** represents significance at 1 percent level of significance, 
** represents significance at 5 percent level of significance and * represents significance at 10 percent level of significance.   

Table 3: Pooled OLS estimation results  

Source: Author’s calculation based on the compiled dataset 
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Based on the results of statistical tests (see Appendix 
A.4.), it can be inferred that the fixed effects estimation 
method is the most appropriate estimation method for 
this study. This finding supports the intuitive discussion 
of these matters presented in Section 3. Thus, the estima-
tion results presented in Table 4 is all that is required for 
the purpose of statistical inference and interpretation. 
 
As per the results shown in Table 4, in South Asia, a 1 
percent increase in capital stock leads to an increase rang-
ing from 0.18-0.30 percent in total output/total income 
on an average. Similarly, in South Asia, a 1 percent in-
crease in the labor force and international trade leads to 
an increase ranging from 0.23-0.44 percent and 0.33-0.44 

percent respectively, in total output/total income on an 
average. The partial slope coefficients associated with the 
natural log of capital stock, labor force, and international 
trade are highly statistically significant in all six regression 
equations. 
 
Partial slope coefficients associated with the different as-
pects of institutional quality has a different interpretation. 
A one standard deviation unit increase in government 
efficiency, regulatory quality, control of corruption, rule 
of law, voice and accountability and political stability and 
absence of violence/terrorism leads to a 22, 20, 18, 18, 3.5 
and 3 percent increase in total output/total income on an 
average respectively, in South Asia. All aspects of institu-

Table 4: Fixed effects estimation results.  

Source: Author’s calculation based on the compiled dataset 
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tional quality except voice and accountability, and political 
stability and absence of violence/terrorism are highly sta-
tistically significant.  
 
It should be noted, that achieving a one standard devia-
tion unit increase in any and every aspect of institutional 
quality considered in this study is not at all trivial; it might 
take a couple of decades altogether. This explains why a 
unit change in any aspect of institutional quality has a lar-
ger effect on total output/total income than a unit change 
in any of the controlled variables, i.e. capital stock, labor 
force, and international trade.  
 

6. CONCLUSION 
 
In conclusion, there are four major findings of this study. 
First, there exists a positive relationship between institu-
tional quality and economic growth in South Asia, i.e. an 
improvement in institutional quality leads an increase in 
economic growth in South Asia. This conclusion follows 
straight from the estimation results presented in Table 4, 
where the estimated coefficients associated with all as-
pects of institutional quality are positive. 
 
Second, it is observed that all the different aspects of in-
stitutional quality considered in this study, i.e. government 

9Gretl, the econometric software used for this study, does not report R2 statistics associated with random effects estimation meth-
ods.  

Table 5 9: Random effects estimation results.  

Source: Author’s calculation based on the compiled dataset 
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efficiency, regulatory quality, control of corruption, rule 
of law, voice and accountability, and political stability and 
absence of violence/terrorism have a positive effect (in 
descending order of magnitude) on economic growth in 
South Asia. Thus, government efficiency is the most im-
portant aspect of institutional quality, and political stabil-
ity and absence of violence/terrorism is the least impor-
tant aspect of institutional quality in determining eco-
nomic growth in South Asia. This conclusion follows 
straight from the estimation results presented in Table 4. 
 
Third, despite emphasising the role of institutional quality 
in determining economic growth; this study reaffirms the 
critical importance of factors such as capital stock, labor 
force, and international trade in determining economic 
growth. It is observed that different aspects of institu-
tional quality positively affect economic growth in South 
Asia, only when the differences in capital stock, labor 
force, and international trade are controlled for. Thus, 
capital stock, labor force, international trade, and institu-
tions are fundamental determinants of economic growth.  
This conclusion follows straight from the analysis pre-
sented in Figure A.1. and Table 4.       
 
Fourth, there is strong evidence that economic institu-
tions are fundamental in determining economic growth in 
South Asia. Political institutions also have a positive effect 
on economic growth in South Asia indirectly via eco-
nomic institutions; though the evidence in this regard is 
not very conclusive. This becomes evident when the theo-
retical and conceptual issues discussed in Section 2 and 
the estimation results presented in the previous section 
are viewed together. 
 
The distinction between economic institutions and politi-
cal institutions discussed in Section 2, and the description 
of the different aspect of institutional quality presented in 
Table 2, ensures that the different aspects of institutional 
quality considered in this study can be categorised into 
indicators of economic institutions and political institu-

tions. Government efficiency, regulatory quality, control 
of corruption and rule of law can be thought of as indica-
tors of economic institutions. Whereas voice and account-
ability, and political stability and absence of violence/
terrorism can be thought of as indicators of political insti-
tutions. 
 
Based on the estimation results presented in Table 4, it 
can be observed that the estimated coefficients associated 
with indicators of economic institutions are much larger 
in magnitude and are also statistically significant even at 1 
percent level of significance. On the other hand, esti-
mated coefficients associated with indicators of political 
institutions are much smaller in magnitude and are statisti-
cally significant only at 15 and 36 percent10 level of signifi-
cance respectively. 
 
This finding corresponds to a large extent with the 
mechanism through which institutions affect economic 
performance, which has been presented by a schematic 
diagram in Figure 1. This study presents strong evidence 
to establish at least one of the many relationships of that 
mechanism in the context of South Asia, which has been 
expressed in Equation 5. 

 
Another relationship of that mechanism, for which this 
study provides non-conclusive evidence in the context of 
South Asia has been expressed in Equation 6.  

 
The fact that political institutions have a positive but sta-
tistically insignificant effect on economic growth in South 
Asia indicates that maybe political institutions affect eco-
nomic growth indirectly, through a catalyst. Based on the 
mechanism presented in Figure 1, it can be concluded 
that maybe the catalyst is economic institutions. 

10It implies by definition that the indicators of political institutions are statistically insignificant with respect to conventional level of 
significance, i.e. 1,5 and 10 percent. 

APPENDIX 
 
A.1. Scatter plot of lnGDP and the different explanatory variables given in Equation 4. 
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A.2. Correlation matrix for different aspects of institutional quality.  

A.3. Descriptive statistics of the compiled dataset 

A.4. Statistical tests to determine the appropriate estimation method(s)  

  

F-Test (Pooled OLS v/s Fixed Effects (LSDV)) 

 

Ho: Both Pooled OLS method and Fixed Effects method give consistent estimators. 

H1: Fixed Effects method give consistent estimators. 

Source: Author’s calculation based on the compiled dataset 

Source: Author’s calculation based on the compiled dataset 

Source: Author’s calculation based on the compiled dataset 
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 Hausman Test (Fixed Effects v/s Random Effects) 

 

H0: Both Fixed Effects method and Random Effects method give consistent estimators.  

H1: Fixed Effects method give consistent estimators 

  

Breusch- Pagan Lagrange Multiplier test (Pooled OLS v/s Random Effects) 

 

H0: Both the Pooled OLS method and Random Effects method give consistent estimators. 

H1: Random Effects method give consistent estimators. 
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EXPONENTIAL GOODS  
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Exponential Goods 1 
Every entrepreneur’s dream Good…  

 

1. INTRODUCTION 
 
For years, entrepreneurs have struggled and striven to 
attract customers to their products, build a customer base 
and foster consumer loyalty. They have spent thousands 
of dollars on branding, loyalty schemes, advertising,  and 
product development to boost the demand for their 
goods and services. However, imagine a product that 
(once supplied) would create its own demand; a good or 
service that, through its initial consumption, triggers fur-
ther need and fuels future demand. This is a new concept, 
and I call it the ‘exponential good’. 
 
Every good or service seeks to cater to a want or a need. 
Wants or needs can be expressed as problems faced by 
the consumer that are solved using a good or service. For 
instance, food solves the problem of hunger, jewellery 
provides for enhancing one’s appearance, etc. Therefore, 
it can be said that most products today seek to fill a void 
or solve a problem faced by the consumers, thereby mani-
festing in the form of something that they want or need. 
Exponential goods differ from other goods because, in 
their use, they simultaneously add to the problem they 
initially sought to solve; thereby, fuelling future demand 
for themselves. By logic, if the problem that sparks con-
sumption keeps growing, the need for the solution in-
creases, causing demand for the exponential good to rise. 
With increased consumption of the exponential good, the 
problem continues to grow at a higher rate which boosts 

demand and the cycle continues; causing the demand 
growth curve to resemble an exponential curve. 
 
The hallmark characteristic of an exponential good is its 
ability to generate recurring demand. Previously, we have 
seen this phenomenon in habit-forming goods like ciga-
rettes and alcohol. These goods are addictive and affect 
the consumer in such a manner that the good or service 
becomes a necessity for them. However, habit-forming 
goods work on an individual level and not on a mass 
scale. In other words, consumption of alcohol by one will 
not change the conditions such that others will also feel 
an increased necessity to consume it. In contrast to habit-
forming goods, exponential goods alter the market condi-
tions such that the overall need or want for consuming 
that good or service felt by everyone increases. (Market 
conditions here refer to the reasons for consumption or 
the primary conditions that spark the need or want, form-
ing the reasons for demanding that good.) 
 

2. THE CASE OF AIR CONDITIONERS 
 
To prove this theory, we consider the case of a good that 
has become ubiquitous in our urban settings i.e. air condi-
tioners. Air conditioners are built to solve the problem of 
heat and harsh summers and offer relief by cooling down 
a closed space. However, their use contributes to global 
warming by releasing excessive amounts of carbon diox-
ide and other harmful greenhouse gases like hydrofluoro-
carbons (HFCs). Statistics and data show that global en-
ergy consumption for space cooling has tripled over the 
last 26 years (Figure 1) from 600 terawatt-hours in 1990 

Author’s email address: advaita.singh_ug22@ashoka.edu.in 
1‘Goods’ in ‘Exponential Goods’ here and everywhere in this article refer to both goods and services 

Figure 1: World energy consumption for space cooling in buildings 

Source: ‘The Future of Cooling’ report by the IEA 
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to 2000 terawatt-hours in 2016. Households are buying 
more air conditioners which is leading to a rapid increase 
in the stock held globally (Figure 2). Hence, it is no sur-
prise that the demand growth curve for air conditioners 
(Figure 3) closely resembles that of a shallow exponential 
curve. 
 
The use of air conditioners becomes a vicious cycle, their 
consumption leads to rising temperatures causing a need 
for more air conditioners, which results in further tem-
perature rises. Through the example of air conditioners, 
we can understand the model of exponential goods and 
their characteristics. 
 

3. CHARACTERISTICS OF EXPONENTIAL 
GOODS AND THEIR DEMAND MODEL  
 

Problems faced by customers drive them to demand a 
solution. Like other goods, exponential goods also solve a 
problem. However, when consumed, they also exacerbate 
that very problem on a large scale. Thus, with increased 
consumption, the intensity of the problem faced by every-
one increases, which causes them to demand the good 
further. More consumption leads to greater addition to 
the problem and hence, further consumption.  
 
Thus, to characterise any good or service as an exponen-
tial good, the following conditions are essential: 

 
i. It must add to the problem it seeks to solve in the 
process of its consumption.  
 
ii. The increase in the problem must be felt on a scale 
larger than the individual so as to create a significant 
increase in demand.  

Figure 2: Units (in millions) of ACs households have stocked over time 

Source: ‘The Future of Cooling’ report by the IEA 

Figure 3: Demand growth graph for current cooling technology and efficient cooling technology 

Source: ‘The Future of Cooling’ report by the IEA 
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iii. There should be an absence of alternatives, especially 
cheaper ones for the demand to continue to rise.  

 
Due to the nature of the product and the consequences of 
its consumption, the exponential good has an unending 
demand cycle (except for rare cases, such as when all indi-
viduals will possess the good). In terms of magnitude, 
after its introduction to the market, the graph for demand 
trends is likely to resemble that of an exponential curve. 
In other words, after the first sale, over time (regardless of 
the rate), the demand for the good will grow approxi-
mately exponentially.  
 
Such consistent growth in demand should eventually at-
tract new firms to set up and join the promising market. 
The arrival of new firms will increase supply and prevent 
prices from rising drastically. Although the actual change 
in price will depend on the relative rates at which supply 
and demand are growing, it is likely that with an exponen-
tial increase in demand, prices will rise in the very long 
run.  
 
Necessity is an essential factor in determining the price 
elasticity of demand for exponential goods. Given that it 
has the prerequisite characteristic of increasing the need 
for its consumption over time, we can conclude that the 
price elasticity of demand for exponential goods will fall, 
making it more inelastic in nature over time, ceteris pari-
bus.  
 
The nature or design of the good are the primary reasons 
for the continued consumption of an exponential good. 
Other factors could also drive the consistent and growing 
demand for it, such as the lack of information about the 
external costs and benefits of its consumption. If there is 
an incomplete understanding of the long-term effects of 
consumption, consumers will become careless and reck-
less in their purchase and use. Their unawareness of the 
external costs and benefits propagates their consumption. 
Another reason for its continued use is when consumers, 
despite knowing the long-term consequences of con-
sumption, do not regard them as severe enough. In case 
of external costs, if there is a considerable positive differ-
ence between the short-term satisfaction received from 
the use of the good and the external costs of consump-
tion, then the consumers are again likely to be persistent 
in their consumption of the exponential good.  
 
Air conditioners are used as an example for understanding 
exponential goods and their nature. Because of their high 
external costs on the environment, it is important to ex-
plore how to break their increasing demand cycle. Under-
standing this will shed light on what measures or condi-
tions take away the key properties of exponential goods. 
We know of information failure as a possible reason for 

continued consumption, thus the unending demand cycle 
can be broken by supplying adequate information. Fol-
lowing the nudge theory put forward by Cass Sunstein 
and Richard Thaler, we know that giving enough informa-
tion about long-term consequences outweighing short-
term satisfaction will nudge consumers to make wiser 
choices and reduce consumption of the good with exter-
nal costs. Active government intervention will be required 
to eliminate this information failure. Disseminating infor-
mation about CFC (chlorofluorocarbons) and HFC emis-
sions of air conditioners, to some extent, has made con-
sumers more aware about the impact on the environment 
and more conscious and careful in their consumption 
thereby disrupting the continued growth in the demand 
model.  
 
For exponential goods with external benefits, providing 
more information about the higher social benefits should 
boost demand further, according to the nudge theory. 
People will recognise the real higher merits of consuming 
the good and will increase their consumption. This should 
aid the exponential nature of the good’s demand growth 
model.  
 
For goods with external costs, innovation and the pres-
ence of better substitutes will cause a massive disruption 
in the market, just like providing information. Launch of 
more eco-friendly air conditioners has caused the decline 
of the old air conditioners market. Thus, the development 
of alternatives can potentially break the exponential de-
mand trend, especially if they are cheaper to buy. In an 
oligopolistic market, collusion amongst market players 
can prevent a situation like this from arising. There will be 
the risk of new players bringing alternatives since the mar-
ket will possibly be close to a contestable market. Never-
theless, with collusion, the risk diminishes significantly. In 
other cases, to be safe, a firm should invest in research 
and development and find a better alternative to stay 
competitive in the market and launch it as late as it possi-
bly can to extract the maximum profit out of the expo-
nential good’s growing demand. Many firms have started 
to develop eco-friendly air conditioners as consumers be-
come increasingly aware of their carbon footprints. Such a 
move will disrupt the market of older and harmful air 
conditioners, causing it to reach stagnation sooner than it 
would have otherwise. 
 

4. CONCLUSION 
 
The most important part that distinguishes an exponential 
good from other goods is that it feeds on its own con-
sumption to fuel future demand by altering external con-
ditions on a large scale, not necessarily physically but even 
in an intangible way like changing perceptions in society. 
The altering of external conditions is such that new con-
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sumers are attracted in a quicker and more certain way. 
This saves on a firm’s marketing costs and causes it to 
have consistently increasing demand for a very long time, 
thereby making its demand growth curve resemble an ex-
ponential curve. By no means is it implied that an expo-
nential good would never meet stagnation in sales. But it 
is clear that the product life cycle will certainly be much 
longer than usual.  
 
The exponential good is an ideal product for entrepre-
neurs, a long product life cycle and lasting demand. The 
product will require an initial push in terms of marketing 
and advertising to drive sales in the introductory stage of 
the product life cycle. The marketing costs should fall 
with time as the good works its charm and creates a mar-

ket for itself. The money saved due to lower marketing 
costs can be used at later stages for research and develop-
ment that will help a firm sustain its competitive edge.  
 
The exponential good is like the magic harp that played 
itself in Jack and the Beanstalk. Just get the harp and let it 
work its magic. It is a treat for the entrepreneur, saving 
them the headache of marketing and reducing the risk of 
falling demand. However, the social implications of such 
goods are uncertain. By harming the environment, air 
conditioners have done more damage than good. How-
ever, other exponential goods can be socially beneficial. 
This is an uncharted space in economics, one with a lot 
more to be discovered. Further research can help provide 
us with more clarity about this magic harp. 
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Abstract 

This paper attempts to model the impact of innovation and imitation in a duopoly market on 

firm profitability. The market is initially taken to be a duopoly because of the relative ease in 

modelling and it also provides the minimum situation required for any sort of competitive analy-

sis. This paper focuses specifically on product innovation and not process innovation and so in-

novation has an impact on the demand. First, we model the demand curves and the cost curves of 

the individual firms in a manner that facilitates our analysis. Second, we find the short run and 

the long run profits of both firms. Here, the difference between the short run and the long run is 

defined as the time lag that it takes for the imitating firm to imitate the innovator’s product to 

some degree. The short run analysis is a one-stage game involving price competition. The long 

run analysis is a two-stage game where stage one is determining the degree of imitation and 

stage two determines the price in a similar manner to the short-term analysis. A positive spill-

over of innovation is observed both in the short and in the long run. Third, we also analyse the 

impact of various parameters such as price elasticity, degree of imitation and the market’s affin-

ity to new products on the incentive to innovate, thus, providing important insights into which 

markets are characterised by more product innovation and why some industries demand more 

protection. Fourth, we look at how the positive spillover effect may be tackled from a policy-

maker’s perspective. Finally, the paper attempts to provide an intuitive explanation of how this 

model can be extended to ‘n’ firms.  
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1. INTRODUCTION 
 

C ompetition among a small number of firms has al-
ways attracted much interest from theoretical econo-

mists. Price and quantity competition has been much eas-
ier to comprehend and model, as done in the Cournot, 
Bertrand and Stackelberg models. Analysis of competition 
in other spaces has been much more elusive but equally as 
important, especially among a small number of firms. The 
influential paper by Harold Hotelling in the first half of 
the 20th century was one of the first in an increasingly 
large number of attempts to model various intricacies of 
competition involved. We try to model one such impor-

tant element of competition and its impact on the short 
term and the long-term profitability of the firms involved 
in such competition. That element is innovation and more 
specifically product innovation. The inspiration of this 
paper in its analysis of innovation follows directly from 
the work done by growth economist Paul Romer in his 
“Increasing Returns and Long-Run Growth”, which 
makes it clear that technological progress is the engine of 
long-term growth. The product innovation analysed in 
this paper is clearly not perfectly synonymous with the 
macroeconomic concept of technological progress. How-
ever, the importance of the growth of ideas or the in-
crease in the output of the ‘research sector’ as emphasised 
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by Romer has clear parallels with the analysis carried out 
in this paper.  
 
There are essentially two types of innovation, product and 
process innovation. Product innovation involves a change 
in the attribute of the product while process innovation 
involves improvement in the process of producing a given 
product. Process innovation usually has implications for 
the cost of production and is easier to model as a result. 
Product innovation, on the other hand, has implications 
for demand, market share as well as the mark-up of price 
over cost and hence the profitability. An important insight 
into process innovation as well as the treatment of cost of 
imitation comes from Rosenberg and Landau in their in-
fluential book, “The Positive Sum Strategy: Harnessing 
Technology for Economic Growth” which talks about 
lower imitation costs and process innovation’s impact on 
the supply curve. 
 
The firms competing over the same market often gain on 
other firms’ loss, so innovation has implications not only 
for the firm engaging in innovation but also for the com-
petitors, which might induce imitation. In fact, the fear of 
imitation has been the primary reason for patent and pro-
tection policies around the world, to prevent the spillover 
of benefits (positive externalities) of innovation to other 
firms in order to promote innovation in the first place.  
 
The model examined in this paper focuses on a two-firm 
situation. The model is deliberately kept simplistic, where 
one firm gains market only to the detriment of the other 
firm with total market demand remaining the same. The 
demand curves utilised in this paper are inspired by the 
work done by P. Krugman in his analysis of monopolisti-
cally competitive firms in his book on international eco-
nomics, with the equation adjusted to meet the specific 
needs of our model. The implications of innovation are 
derived in both the short term (when the other firm does 
not act) and the long-term (when the other firm has the 
opportunity to imitate). The focus is on the degree of imi-
tation i.e. how closely the second firm copies the first 
firm’s product. The cost of innovation is modelled 
through a basic linear cost function, where the degree of 
imitation correspondingly affects the cost of the imitating 
firm. The competition in terms of price is similar to the 
traditional Bertrand competition. Finally, policy sugges-
tions are presented based on the policymaker’s objective 
for promoting more innovation and competition, given 
the situation of an existence of a positive spillover effect 
of innovation which cannot be effectively internalised by 
the innovating firm without State intervention in the mar-
ket. This paper attempts to arrive at a conclusion regard-
ing which policy will work effectively within the frame-
work of the model.   
 

2.  MODEL 
 

2.1. Assumptions 
The model analysed in this paper consists of only 2 firms, 
where firm 1 is taken as the innovator and firm 2 as the 
imitator. The process of entry and exit is not considered 
in our model as this would lead us to analyse existing ex-
perience/initial advantage of any firm in the industry 
(Krugman, 2015). We ignore any cost of establishment i.e. 
fixed cost, which is in line with the assumption of no en-
try and exit. We also assume that any sort of innovation 
leads to horizontal differentiation and not vertical. Hori-
zontal differentiation means that some consumers prefer 
one good over the other and some prefer the latter over 
the former if offered at the same price while vertical dif-
ferentiation means when one good is preferred over the 
other universally if offered at the same price. 
  
Both firms have similar marginal costs (   ). This is again 
done for simplicity. The model can be subsequently ex-
tended to incorporate more complex cost functions. The 
cost of innovation is taken to be a constant fixed invest-
ment (   ) since we are taking the case of product innova-
tion which involves invention of new attributes in the 
product which requires an investment in R&D.  Imitation 
cost rises linearly with the degree of imitation, this is rep-
resented by an increase in      . Thus, close imitation in 
this model increases the cost for the imitator but this in-
crease in cost is always assumed to be lower than the ini-
tial sunk cost incurred by the innovator i.e.           . We 
will analyse the effects in both the short run and the long 
run, where we define the short run as the period when the 
imitator cannot react to the innovation and the long run 
as the period when the other firm can imitate the innova-
tor’s product to some degree.  
 
The cost structure of the innovator (taken to be firm 1) 
stays the same in both the short run and the long run — 

   : investment in R&D (sunk cost) 
     : marginal cost (some positive constant) 

: quantity produced by the innovator  
 

The cost structure of the imitator (taken as firm 2) 
changes when we move from the short run to the long 
run in the following manner —      

Imitator’s short run cost:  
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Imitator’s long run cost:  

   : linear cost multiplier (some positive constant)  
   : coefficient of imitation 
     : quantity produced by the imitator 
     : linear cost of imitation  

 

2.1.1. Coefficient of Imitation (   ) 

The coefficient of imitation reflects the degree of imita-
tion by firm 2, where        signifies that firm 2 does not 
imitate the product of firm 1 at all and          analogously 
refers to the situation when firm 2 fully imitates firm 1’s 
product. When the coefficient of imitation lies between 0 
and 1 i.e.                , then firm 2 copies some of the attrib-
utes of firm 1’s product while maintaining some differen-
tiation of its own. Imitation also involves an additional 
cost given by    , where   is the linear cost multiplier. 
When          , there is no cost of imitation, when          , 
the cost of imitation becomes equal to    .   

 
2.1.2. Demand Equations  

   : total market size 
    : price of firm 1                                                                                                                  
    : price of firm 2 

   : responsiveness of the quantity demanded to the 
price differential i.e. 
 : responsiveness of the quantity demanded to the 

investment expenditure i.e.  
 
The demand curves are taken such that whatever prices 
and the other parameters may be, the total market size 

remains equal to A. This means that in theory, both the 
firms can get infinite profits if they maintain an adequate 
price differential while subsequently increasing the abso-
lute value of the prices as much as they wish i.e. we take 
the market to be perfectly inelastic in prices. However, in 
reality, the market would not be perfectly inelastic and the 
firms would have to charge accordingly. The reason for 
the same is that firstly, we assume that the firms cannot 
collude, their own price is constrained by what is charged 
by the other firm and secondly, we want to analyse the 
impact of innovation and imitation decisions by the firms 
and not the price decisions which have already been ex-
tensively modelled before.  
 
The idea behind the coefficient of imitation appearing in 

the demand curves is analogous to theory, so an innova-
tion in a product should impact consumer choices and 
thus the demand curve in the same way that an innova-
tion in process impacts the cost of production and subse-
quently the supply curve (Rosenberg 1986). How the co-
efficient of imitation in the equations taken here affects 
demand can be appreciated when we try and understand 
what the demand curves will look like under different 
situations. Suppose, both the firms have the same product 
and the consumers cannot differentiate between them 
then   will be equal to 1 and the coefficients of the de-
mand curves will be transformed such that if any firm 
charges a higher price than the other, it loses all its market 
share and the other firm captures the entire market. The 
only way both firms get any market share is if both the 
firms charge the same price and their market share will be 

given by    each. This situation is summarised below  

along the lines of the general Bertrand duopoly result with 
highly substitutable products (Bertrand, 1883).                                                                                                                                           

Subsequently, if    falls from 1 both the coefficients will 
be finite and there will be some scope of price differences 
between the 2 firms at profit-maximising equilibrium.  
 

2.2. Short Run Analysis  
 

2.2.1. Before Innovation     
Before either firm takes on any type of innovative activity 
both the firms virtually sell the same product. 
Since          , both the firms only incur marginal cost of 
production which in turn depends on the quantity that 
they produce. Since there is no innovation and hence no 
product differentiation the coefficients will be such that 
they cannot sell at a price different to the other, simple 
Bertrand competition implies that the price of each firm 
will be driven down to their marginal costs which are 
taken as ‘    ’ in our model. Subsequently, each firm will 
earn zero profit in the equilibrium. This entire situation 
can be summarised as below:  

 
2.2.2. After Innovation  
If firm 1 decides to innovate in the short run, given the 
assumption that in the short run firm 2 cannot imitate 
firm 1’s product, the coefficient of imitation will be equal 
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to zero i.e.          . This will lead to the following short run 
demand curves: 

The cost structure in the short run is given by (1) for firm 
1 and (2) for firm 2. Subsequently, by finding out the 
Nash equilibrium in price competition (algebra involved 
in solving for equilibrium is left for Appendix 1), the 
prices for each firm and the price differential are found as: 

The subsequent equilibrium profits are:  

 

2.3. Long Run Analysis 
In the long run, firm 2 is assumed to have the ability to 
carry out some degree of imitation. The long run analysis 
is done through a two-stage decision-making process. In 
the first stage, firm 2 will decide on the degree of imita-
tion i.e.    and the second stage will involve a price com-
petition between the firms. The analysis is done through 
backward induction where the Bertrand equilibrium prices 
(the second stage) are found first and then we look at how 
firm 2 decides on a coefficient of imitation that will allow 
it to maximise profit found in the second stage. The de-
mand curves in this situation are given by (4) and (5) and 
the cost functions by (1) and (3). The Bertrand equilib-
rium prices will come out to be — 

and the subsequent equilibrium profits are: 

where             . At         , profits are same as equations 
(11) & (12) and at          , innovator profit is zero and imi-
tator’s is        , as it is similar to the Bertrand competition 
when there is no differentiation in the product. The dis-
cussion on how an optimum degree of imitation is chosen 
by the imitator is carried out in section 3.2.  
 

3. INTERPRETATIONS 
 

3.1. Short Run  
By looking at the short run equilibrium results, we can see 
that a price differential has emerged. This tells us that the 
profits of each firm will be at least as much as it was be-
fore innovation i.e. 0. To see why this is the case, see that 
the imitator can take 0 profit if he produces zero output 
as his cost function remains the same as before, so if the 
maximum profit he gets by producing a positive output is 
negative then he can earn a zero profit by not producing 
anything in the short run. Only if its profit is greater than 
zero when he produces a positive output will it have an 
incentive to produce an output greater than zero. If we 
look at the innovator, since its cost function has changed 
after incurring the innovation cost  , firm 1 can have a 
negative profit but since there’s perfect information and if 
the prices are such that the negative profit becomes a real-
ity, he will not undertake investment in the first place.  
 
In the short run, innovation by one firm has a positive spillover 
effect for the other, i.e. it benefits not only the innovating firm 
but also the competing firm. 

 
Equation (10) also makes it clear that firm 1’s price is 
greater than that of firm 2 after innovation. This price 
differential is also a positive function of    ,    and an in-
verse function of    .  
 
Higher investment and higher investment responsiveness of the 
market give firm 1 the ability to set a higher mark-up over firm 
2’s price, while a greater price elasticity of demand diminishes 
this ability. 

 

3.2. Long Run  
The effect of    ,    and    on       and the effect of     on    
      is formally assessed by utilising the method of partial 
derivatives in Appendix 2. 
 
If we look at the equilibrium profit of firm 1, the impact 
of ‘   ’ is unambiguously negative which can be interpreted 
as the more elastic the demand to the price difference, the 
less is an incentive to innovate. To see why this is the 
case, say, all the other parameters are constant then the 
positive effect of innovation on the ability to charge a 
higher price than the other is diminished if ‘    ’ is large.  
 
Thus, the lesser the price elasticity of demand in the market, the 
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greater is the incentive to innovate. The impact of ‘   ’ is positive 
throughout which means that investment will always have an 
unambiguously positive impact on the profit. 

 
The linear cost of imitation i.e.     acts as a deterrent to 
imitation. Any market where it is easy to imitate without 
incurring a substantial cost, there will naturally be a higher 
incentive to imitate and subsequently a lower incentive to 
innovate. This intuitive result is confirmed by our model 
in the following manner – 
 
If the linear cost of imitation       is low, firm 2 can gain a higher 
profit and has an incentive to imitate to a higher degree. A 
high   , in turn, lowers the profit of firm 1 leaving it with a 
lesser incentive to innovate. 

 
There are both positive and negative impacts of imitation 
on firm 2’s equilibrium profit –  
 
As firm 2 imitates more and makes its product increasingly 
similar to that of firm 1, it consequentially gains a higher mar-
ket share by siphoning away some of the customers from firm 1.  
However, by carrying out this imitation firm 2 also incurs a 
higher cost i.e. a higher linear cost of imitation,      .  
 
At the same time, firm 2 loses some of its independent price-
setting ability as the products being sold by both firms become 
increasingly similar and price becomes an important determi-
nant of consumer choice between these now similar products or 
in other words, price competition intensifies. 

 
Given the long run second stage Nash equilibrium results, 
utilising backward induction firm 2 essentially solves the 
following maximisation problem – 

 
Firm 2 chooses   to maximise his second stage optimal 
profit at each level of    . To see how this is done we must 
appreciate that at           , the profit is positive as discussed 
above and at          , it is negative. So, it must go up as 
well as down in the interval [0,1]. Say it only goes down 
then it chooses to not imitate at all, i.e.        . It cannot 
only go up since it ends up below where it started. So, the 
only possible options are      [0,1) for the choice of the 
optimal. We look at one such scenario in Figure 1 where 
the maximum profit goes up and then down and the opti-
mal maximum profit is achieved at      . 
 
The long run price differential comes out to be -  

Equation (17) signifies that in the long run, the price of 
firm 1 can be greater than or equal to that of firm 2. If    

          i.e. firm 2 fully imitates firm 1, then the price differ-
ential disappears and the model reverts to the Bertrand 
Competition result with homogenous goods with prices 
driven down to the marginal cost i.e.               .  
However, this case can be ruled out since firm 2 is utilis-
ing backward induction to obtain a global maximum point  
                shown in Figure 1.  
 
The long run price differential shows that an increasing level of 
imitation corresponds to lesser and lesser control over prices for 
both the firms.  
 

This explains the result in Appendix 2, equation (A2.3) –  
 
A higher    corresponds to lesser price control for firm 1 and 
thus a lesser incentive to innovate or in simple words, a higher 
expected level of imitation reduces the incentive to innovate for 
firm 1. 
 

4. POLICY IMPLICATIONS 
 
This section deals with the question of an ‘optimal’ policy 
from the point of view of a benevolent policymaker trying 
to maximise social welfare. It is important to note that any 
analysis of policy recommendations must include perspec-
tives from both the consumption and the production side. 
This paper has so far only discussed the production per-
spective so as to arrive at a result of optimal profitability 
for the existing firms in the market. We continue to look 
at what leads to an ‘optimal’ policy by focusing majorly on 
the producers’ side of the market while providing only a 
brief explanation of what might occur from the consum-
ers’ perspective as well. The discussion in this section re-
mains preliminary in the sense that a rigorous analysis 
from the consumers’ point of view might lead to results 
that contradict the policy recommendations on the basis 
of only a brief look at the consumers’ side.  

Figure 1: Sub-game perfect equilibrium profit of firm 2 

(a possible illustration)  
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The policymaker’s objective of maximising social welfare 
might translate into the promotion of innovation or en-
couraging more competition in the market. It is often ar-
gued that some protection must be given to the innovator 
at the expense of perfect competition to promote the ad-
vancement of innovative activity. We consider both of 
these objectives. As we have seen, there is a positive spill-
over effect in the model persistent both in the short and 
long run. This means that given ‘commodity’, i.e., innova-
tion will be under-produced since firm 1 cannot internal-
ise this positive externality.  
 

4.1. Patent Policy  
A patent policy will provide well-defined property rights 
of the innovation (intellectual property rights) to the inno-
vator, such that he can trade such rights with the other 
firms who wish to purchase that product technology. The 
innovator will subsequently internalise this profit as the 
sale price will be in equilibrium such that it is Pareto effi-
cient (Coase, 1960).  
 
With reference to Figure 2 which looks at a hypothetical 
Edgeworth box illustration, if we assume Cobb-Douglas 
utility function for both the firms, we get well-shaped util-
ity level curves as shown in the diagram. The preference 
direction of firm 1’s indifference curves should be clear 
from the result in Appendix 2 equation A2.3. The prefer-
ence direction for firm 2 can be directly seen in Figure 1.  
As    increases,    increases as well but    reaches a  
maxima at              after which an increase in      leads to a 
fall in      , this means that there will be a bliss point for 
firm 2 at      and correspondingly the highest possible IC 
given         in Figure 2 beyond which ‘intellectual property 
rights’ essentially become a ‘bad’ commodity for firm 2.   
If well-defined intellectual property rights are given to 
firm 1, then the initial point where both firms operate is 
at    , where the coefficient of imitation is zero i.e. firm  
2 cannot legally imitate firm 1’s product. Firm 1 might 
decide to stay at     or it can trade its intellectual property 
rights by allowing firm 2 to imitate its product to a certain 
degree in return for compensation in terms of money, 
once again leading to internalisation of the positive spill-
over effect of innovation. 
 
The enforcement of such a patent policy would imply that 
firm 1 will remain as the sole producer/seller of its inno-
vated product in the market. A situation such as this 
would generally lead to the establishment of a monopoly 
and a corresponding loss of the entire consumer surplus 
due to monopoly pricing. However, given the assumption 
of horizontal differentiation in this model, consumers do 
not objectively prefer one good over the other, i.e., the 
innovated product of firm 1 is not preferred universally 
over firm 2’s product by the consumers. Thus, firm 2 will 
still retain market share rather than being completely 

driven out of the market. Since   is no longer a variable 
that can be chosen freely by firm 2, it is clear that price 
competition under this policy framework will be softer 
than what would be the case if     could have been chosen 
freely, this meaning that prices can be reasonably ex-
pected to remain higher than what would prevail in a 
more intense price competition scenario. This implies that 
a corresponding loss in consumer surplus can be ex-
pected, although this loss will most certainly be less than 
what would be the case under a monopoly.   
 
Thus, the policymaker is able to achieve the objective of 
maximising innovation in the market while at the same 
time preventing the establishment of firm 1 as a monopo-
list and the corresponding loss of consumer surplus that a 
single seller in the market would imply.  

 
4.2. State Restriction On The Coefficient Of 
Imitation (   )  
Another possible policy could be a restriction on the de-
gree of imitation to a certain degree say, 0.6 after which 
the imitator cannot imitate legally. Under such a policy 
there will be no exchange of money between the firms 
which means that the profits will not be internalised by 
firm 1. The second issue is that it is inherently subjective 
to decide on the legal limit of the degree of imitation. 
With reference to Figure 3, if the policymaker manages to 
choose the legal limit of    at     , then firm 2 will optimally 
decide to remain at this point. However, since firm 1 re-
ceives no compensation for this imitation, it cannot inter-
nalise the positive spillover effect and one can imagine 
firm 1’s indifference curve to cross firm 2’s indifference 
curve at this point. Similarly, for any arbitrary          sin- 
ce firm 2’s profit will be at the increasing portion of its 
profit curve in Figure 1, firm 2 will decide to operate at 
any such arbitrary point. However, once again firm 1 re-
ceives no compensation and its indifference curve crosses 
that of firm 2 at this point. For any arbitrary        ,        
     becomes a ‘bad’ for firm 2 and it will never operate at 
any such point. 
 

Figure 2: Edgeworth box illustration of a patent policy  
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Thus, given that firm 1 receives no compensation for giv-
ing up the subjectively set level of    by the policymaker, 
any choice of     by the policymaker will lead to a less than 
optimal ‘production’ of innovation due to the inability of 
firm 1 in internalising the marginal external benefit.  

A possible remedy in this policy framework could be that 
of a subsidy (or a tax cut which will have the same effect) 
to firm 1 for giving up the level of    set by the policy-
maker, this would achieve the twin goal of maximising 
innovation and fostering more competition in the market. 
Such a policy, however, has its own problems — 
 
1.  The state will need to carry out a cost-benefit analysis 
before handing out subsidies, i.e., the state will need to 
accurately measure the externality created by the act of 
innovation by firm 1 so as to subsidise firm 1 accordingly. 
Since measuring externalities is virtually impossible, the 
choice of the subsidy amount will become random. Thus, 
in trying to solve the underproduction of innovation, the 
state might very well end up incurring a transfer expendi-
ture from its budget without actually solving the problem 
of underproduction of innovation. 
 
2.  When analysing any policy which essentially ‘rewards’ 
an organisation (or firm 1, in our model), one must keep 
in mind the issue of vested political interests. Given that 
political interests are not an absent phenomenon in any 
political system around the world, such a policy might be 
used inappropriately in order to benefit those who the 
politicians favour.  
 
Therefore, the model suggests that a patent policy aimed at pro-
moting more innovation in the market will lead to a pareto opti-
mal outcome and the socially optimal level of production of in-
novation. However, a policy that aims to foster competition by 
legally limiting the degree of imitation will never lead to a 
pareto optimal outcome and any attempt to mitigate such a pol-
icy is very much likely to create its own problems.  
 

5. GENERALISATION TO ‘n’ FIRMS 
 
In this section, we try to find an intuitive explanation as 

to what happens if the model is extended say, ‘n’ number 
of firms. Firstly, we analyse the situation when there is 
only one innovator and the rest of the firms are imitators. 
This analysis can be carried out by taking only one inno-
vator because we want to analyse the effect of a singular 
innovative activity on all the firms. Different innovation 
will have analogous effects so taking many innovating 
firms does not give any additional information.  
 
Assuming all the imitating firms are symmetric such that 
they have the same linear cost of imitation (   ), then our 
two-firm analysis is extended analogously to the n firm 
situation without loss of generality. 
 
This happens because the collection of all imitators can 
be taken as one big imitator as they will choose an equal 
coefficient of imitation (  ) as well as price, given their 
symmetric nature. However, if we assume that the linear 
cost of imitation is different for each imitating firm then 
this has interesting implications for the price and range of 
products available in the market. It is intuitively obvious 
that higher the cost of imitation, the lesser the incentive 
to imitate and lower the gamma. If we look at how the 
difference between the prices acts depending upon 
gamma, then we find that —                                                                                                                                     
 
More closely a firm imitates the innovator, the lesser is the dif-
ference in the price between the two.  

 
If we arrange the firms in increasing order of cost of imi-
tation (                        ), then the firm with the lowest 
cost of imitation will have the closest product to the inno-
vator and the closest price level. On the other hand, the 
firms with the highest cost of imitation will be on the 
other end of the spectrum. Thus, there will be a range of 
similar products with different price levels in the market 
that is caused by different imitation costs. Given the vari-
ous restrictions of the above model, we were only able to 
provide an intuitive explanation for the n firm case. A 
more comprehensive model for the n firm case may pro-
vide much better insight into this area.  
 

6. CONCLUSION  
 
Our model gives some real insight despite being quite 
simplistic. We have seen that it is possible that innovation 
undertaken by one firm can have a positive spillover ef-
fect for the other firm as well as gaining from the invest-
ment itself. Our model also outlines the basis on which 
decisions such as how much to invest and how much to 
imitate are undertaken in the market and how these deci-
sions are dependent upon the various characteristics of 
the market. Thus, an industry which is less elastic, say, a 
market where the products are inherently very expensive, 
i.e. a market for a luxury good or the market for a neces-

Figure 3: Imitation restriction policy  
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sary good, the incentive to innovate is higher, this is cap-
tured by the variable ‘   ’, this is because it offers the op-
portunity to charge a higher price for your innovated 
product without much loss of market share. Also, some 
of the markets are more responsive to new products or a 
new variety of products that it gives a higher incentive to 
innovate, this is captured by the parameter ‘  ’ in our 
model. If we take the case of basic agricultural products, 
the lack of much profitability with larger investment i.e.  

‘   ’, may have characterised the lack of much innovation.  
Finally, the cost of imitation plays an important role in 
determining the decisions so a market where imitation is 
relatively cheap often the markets where innovation is 
less. This can also be extended to markets where protec-
tion is less. This is why markets such as the market of 
pharmaceuticals, where copying is relatively costless but 
involves a high fixed cost in innovation, is often one of 
the most protected markets in the world.  

MATHEMATICAL APPENDICES                                                                                                                               
 
APPENDIX 1:  
 
The base demand curves for the innovator (firm 1) and the imitator (firm 2) are as follows: 

The corresponding cost structures for the firms are given by:  
 
1.  Short run costs  

2.  Long run costs  

Short run equilibrium:  
 
Taking            in equations (A1.1) and (A1.2) and given the short run cost structure equations (A1.3) and (A1.4), the 
profit functions for both the firms are given by:  

Differentiating equation (A1.6) and (A1.7) w.r.t.      and       respectively and setting the derivatives equal to zero gives us 
the Bertrand reaction functions:  
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Substituting equation (A1.9) in equation (A1.8) gives us the Bertrand equilibrium price of firm 1 (     ), which is then sub-
stituted back in equation (A1.9) to arrive at the Bertrand equilibrium price of firm 2 (     ). The final equilibrium prices 
and profits are found as: 

Putting the equilibrium prices (A1.10) and (A1.11) in (A1.6) and (A1.7) gives us the equilibrium profits — 

Long run equilibrium: 
                                                                                                                                  
Using the same procedure as carried out above, using the long run cost structure given by equations (A1.3) and (A1.5) 
and the demand curves (A1.1) and (A1.2) the long run Bertrand equilibrium prices and profits are found as — 

 
APPENDIX 2: 
  
Partial derivative of (A1.16) w.r.t.    gives us: 

Since                                            , and parameters          and    are all assumed to be positive, both the numerator and the 
denominator will be positive. Thus, (A2.1) will come out to be positive.                                                                                                                                       
 

Hence, the effect of an increase in    on equilibrium profit of firm 1 is unambiguously positive.  
 

Partial derivative of (A1.16) w.r.t.    gives us: 

Since                                            , and parameters          and    are all assumed to be positive, the numerator will come 
out to be negative and the denominator will be positive. Thus, (A2.2) will come out to be negative.  
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Hence, the effect of an increase in    on equilibrium profit of firm 1 is unambiguously negative.  

 

Partial derivative of (A1.16) w.r.t.    gives us: 

Since                                            , and parameters          and    are all assumed to be positive, the numerator will be nega-
tive while the denominator will be positive. Thus, (A2.3) will come out to be negative.                                                                                                                                                                                           
 

Hence, the effect of an increase in     on equilibrium profit of firm 1 is unambiguously negative.  
 

Partial derivative of (A1.17) w.r.t.    gives us: 

Since                                            , and parameters              and    are all assumed to be positive, the denominator will be 
positive while the sign of the numerator is dependent on the values that the various parameters take. Thus, (A2.4) will 
come out to be either positive or negative.  
 
Hence, the effect of an increase in    on equilibrium profit of firm 2 is ambiguous and depends on the values of the various parameters. 
 
 

REFERENCES 
 
1. Bertrand, J. (1883) "Book review of theorie mathematique de la richesse sociale and of recherches sur les 

principles mathematiques de la theorie des richesses", Journal de Savants 67: 499–508 

 

2. Coase, R.H. (1960) The Problem of Social Cost. In: Gopalakrishnan C. (eds) Classic Papers in Natural Re-
source Economics. Palgrave Macmillan, London, pp 87-137 

 

3. Cournot, A. A.  (1838) Recherches sur les Principes Mathématiques de la Théorie des Richesses 

 

4. Edgeworth, Francis Ysidro, (1881), Mathematical Psychics, McMaster University Archive for the History of 

Economic Thought. https://EconPapers.repec.org/RePEc:hay:hetboo:edgeworth1881. 
 

5. Hotelling, H. (1990) Stability in Competition. In: Darnell A.C. (eds) The Collected Economics Articles of Har-

old Hotelling. Pp 50-63 Springer, New York, NY 

 

6. Krugman, P.R., Obstfeld M., Melitz M., (2015) Chapter8, International Economics: Theory and Policy. Pear-
son 10th Edition 2015 Global Edition 

 

7. Osborne, M. J. (2004), An Introduction to Game Theory. Oxford University Press 

 

8. Romer, Paul M. (1986) "Increasing Returns and Long-Run Growth," Journal of Political Economy 94, no. 5: 

1002-1037. 
 

9. Rosenberg N., Landau R., (1986) The Positive Sum Strategy: Harnessing Technology for Economic Growth. 

National Research Council, Washington, DC: The National Academies Press. https://doi.org/10.17226/612. 

Pp 307-325 

 
10. Salop S., Stiglitz J. (1977) "Bargains and Ripoffs: A Model of Monopolistically Competitive Price Disper-

sion," The Review of Economic Studies, Vol. 44, No. 3 (Oct., 1977), pp. 493–510 
 
 
 

 
 

https://en.wikipedia.org/wiki/Antoine_Augustin_Cournot


52 

RAMJAS ECONOMIC REVIEW, VOL. 2 

AN EVALUATION OF THE PERFORMANCE OF     

ATAL PENSION YOJANA (APY) IN THE                    

UNORGANISED SECTOR 

DIVYA GARG*, BHAVYA HASIJA and BHAVYA SACHDEV                                                        

Ramjas College, University of Delhi 

Abstract 

The study finds that existing channels of the banking industry are very well utilized but due to a 

lack of attractive features, Atal Pension Yojana is still not accepted by a larger public. There is a 

requirement of essential changes in the basic features related to the amount of pension, tax ex-

emption and claim settlement. Atal Pension Yojana is still a favourable investment for those who 

are willing to contribute small but for a longer duration for their pension funds. It is considered 

a landmark move by the Government of India towards a pensioned society from a pension less 

society. The Union government is eager to ensure financial security for unorganised sector 

workers, numbering over 410 million, in their old age. To tackle the prolonged existence risks 

among the workers in the unorganised sector and to push the workers in the unorganised sector 

to willingly save for their retirement, Atal Pension Yojana was introduced on 1st June 2015, 

under the promising Pradhan Mantri Jan Dhan Yojana to provide financial support of pension 

to all the citizen of India with the motto of “Jan-Dhan Se Jan Suraksha”. The study helps us 

know how many people have enrolled themselves in APY, how they were aware of the scheme 

and their views regarding the scheme. The study is based on primary data collected through sur-

veys in the areas of North Delhi. 

Keywords: Atal Pension Yojana, unorganised sector, insurance, Pradhan Mantri Jan Dhan   

Yojana 

1. INTRODUCTION 
 

T he tradition of the joint family system in India pre-
cluded the need for a social security cover for its 

people. However, with industrialisation and the conse-
quent migration of people from rural to urban areas, the 
joint family started dissolving and nuclear families 
evolved. Thus developed the need for a social security 
cover by the government for its citizens. A large propor-
tion of India still exists without any kind of health, acci-
dent or life insurance. To ensure an overarching universal 
social security system which will guarantee that no Indian 
citizen will have to worry about illness, accidents or pen-
sion in old-age, the government introduced the Atal Pen-
sion Yojana, a pension scheme especially crafted for the 
benefit of the unorganised sector workers who are other-
wise not generally protected under any statutory social 

security scheme.  
 
India is a developing country. It has a low standard of 
living. A person’s productivity at a young age is not the 
same as their productivity in old age. Due to the rise of 
nuclear families and the migration of young earning mem-
bers, old people are left alone to fend for themselves. 
Also, a rise in the cost of the living has added to the woes 
of the common man.  
 
The Social Sector Schemes of Pension Sector gives an 
assured monthly income. The unorganised sector consti-
tutes more than 88% of the total labour force. To encour-
age the workers in the unorganised sector to voluntarily 
save for their retirement, the Government had started a 
guaranteed pension scheme - Atal Pension Yojana (APY).  
 

*Corresponding author’s email address: gargdivya245@gmail.com 
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The APY was introduced on 1st June 2015, formally 
launched by Prime Minister Narendra Modi. This scheme 
aims to increase the number of people covered under the 
pension scheme and ensures that the unorganised sector 
gets pension benefits and social security with a minimum 
contribution per month. It is Regulated by Pension Fund 
Regulatory Development Authorities (PFRDA), with 
transparent investment norms. This scheme provides a 
defined pension, depending on the amount of contribu-
tion, age and its period. 
 
The study highlights the performance of Atal Pension 
Yojana in the unorganised sector. The study tries to find 
the number of subscribers in the North Delhi region and 
the factors behind the subscribers’ choice of pension 
amount. The rest of the paper tries to link these factors 
with economic perspectives.  
 

2. BRIEF ON ATAL PENSION YOJANA 
 
Atal Pension Yojana (APY) is open to all bank account 
holders who are not members of any statutory social se-
curity scheme. The minimum age of joining APY is 18 
years and maximum age is 40 years. Therefore, the mini-
mum period of contribution by the subscriber under APY 
would be 20 years or more. The main focus of the scheme 
is to target the unorganised sector1 workers, giving them 
benefits of a fixed pension ranging between Rs. 1000 to 
Rs. 5000 per month, if they join and contribute between 
the age of 18 years and 40 years. The contribution levels 
would vary and would be low if the subscribers join early 
and increase if they join late. APY accepts subscription 
even from those contributing to other private/
government-backed pension schemes. These are guaran-
teed for spouse/nominee/next of kin as per applicable 
rules in case of demise of the APY subscriber. Flexibility 
in the plan is provided as the pension amount can be up-
graded or downgraded based on the subscriber’s choice 
with the option to subscribe on a monthly, quarterly or 
half-yearly basis. 
 
For enrolment and payment purposes, all bank account 
holders under the eligible category may join APY with 
auto-debit facility to accounts, leading to a reduction in 
contribution collection charges. Apart from banks, all 
Points of Presence (Service Providers) and Aggregators 
under Swavalamban Scheme would enrol subscribers 
through architecture of the National Pension System.   
 
It is a Government of India Scheme, which is adminis-
tered by the Pension Fund Regulatory and Development 

Authority. The Institutional Architecture of NPS would 
be utilised to enrol subscribers under APY. 
 

3. LITERATURE REVIEW 
 
The Government of India is extremely concerned about 
the old-age income security of the working poor. To ad-
dress the longevity risks among workers in the unorgan-
ised sector and to encourage these workers to voluntarily 
save for their retirement as they do not have any formal 
pension provision, the government had started the 
Swavalamban Scheme in 2010-2011. 
 
As of May 2015, only 20% of India's population had en-
rolled in any kind of pension scheme. Swavalamban Yo-
jana was a government-backed pension scheme targeted 
at the unorganised sector in India. It applied to all citizens 
in the unorganised sector who joined the National Pen-
sion Scheme (NPS) administered by the Pension Fund 
Regulatory and Development Authority (PFRDA) Act 
2013. Under the scheme, the Government of India con-
tributed Rs. 1,000 per year to each NPS account opened 
in the year 2010-11 and for the next three years, that is, 
2011-12, 2012-13 and 2013-14. However, the coverage 
under the said scheme was inadequate mainly because of 
the lack of clarity of pension benefits at the age after 60. 
The Finance Minister of the present government, there-
fore, announced a new initiative called APY in the Budget 
2015-16. The Atal Pension Yojana has been designed to 
bring more clarity in the process. The aim of APY is mo-
tivated by the desire of the government to ensure that on 
contributing continuously, a member gets at least a pen-
sion of Rs.1000 per month. 
 
Under this scheme, the government also guarantees a 
fixed pension benefit. Fifty per cent of the subscriber’s 
contribution or Rs. 1000 per annum, whichever is lower, 
will be contributed by the government to the account of 
each eligible subscriber for five years (2015-2016 to 2019-
2020) who join the NPS before Dec 31, 2015. Also, 
unless the subscribers of Swavalamban Scheme opt-out, 
they will be automatically migrated to APY. 
 
Figures in Table 1 indicate the amount of contribution by 
subscribers of different age groups under the various 
monthly pension slabs. For instance, a subscriber who 
enrolled in this scheme at the age of 18 needs to contrib-
ute Rs. 42 per month for a monthly pension of Rs. 1000,  
Rs. 84 for a monthly pension of Rs. 2000 and so on till he 
reaches the age of 60.  
 

1The definition of the term ‘unorganised sector’ remains ambiguous and suffers from a lack of precision. Here it has been defined 
under the Unorganised Workers’ Social Security Act, 2008, as a self-employed, home-based, hired workers working in the Unorgan-
ised Sector.  
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4. SAMPLE AND SURVEY DESIGN 
  

4.1. Methodology 
The study is based on primary research conducted in two 
areas, North and East Delhi. Under North Delhi, the peo-
ple were interviewed in localities like Maurice Nagar, 
GTB Nagar and Timarpur and in East Delhi, people were 
interviewed in the Nizamuddin Bridge locality. Primary 
data was collected by interviewing individuals with the 
help of the questionnaires. Also, the field survey was ini-
tially based on a pilot survey which was followed by the 
main survey. The final questionnaire was prepared after 
conducting and evaluating the pilot survey which was car-
ried out on a smaller sample size that includes the area 
such as Roop Nagar, GTB Nagar, Vijay Nagar, Timarpur, 
Maurice Nagar and so on. These areas were selected be-
cause of the assumption that we will be getting mixed par-
ticipants for our survey. But due to non-availability of the 
data with them, we shifted to north-east areas.  
 
The main survey was conducted from July to December 
2018. The total number of people interviewed was 115. 
Two different samples were constructed- 

 
1. The people who were not aware of the scheme 
2. The people who were aware of the scheme which was 

sub categorised as 
a. The people who were aware but haven’t enrolled in 

the scheme  
b. The people who were aware as well as have en-

rolled in the scheme.   
 

4.2. The Field Area: North-East Distinction 
The survey included 60 people that were interviewed in 
North Delhi in different localities (Maurice Nagar, GTB 
Nagar, Timarpur) and 55 people interviewed in East 

Delhi (Nizamuddin Bridge). We selected the area of 
North Delhi because of the easy availability of workers in 
the unorganised sector (i.e. rickshaw pullers, street ven-
dors, gardeners, gatekeepers, etc.). 
 
First, we did the primary survey in North Delhi, but due 
to lack of the desired data as there was no enrolment and 
awareness about this scheme in those areas, we shifted to 
purposive sampling in East Delhi. Instead of asking indi-
viduals randomly, we arranged a list of the scheme holder 
where they have enrolled and then interviewed them. 

 
5. FINDINGS AND ANALYSIS 
 

The analysis has been broken down into two parts ac-
cording to the two different samples that were surveyed. 
The first sample comprises of the people who were not 
aware of the scheme and the second sample is of the peo-
ple who were aware of this scheme.  
 

5.1. Analysis Of Sample 1  
 

Awareness 
According to the survey, out of a total of 115 people, 30 
people were not aware of this scheme and the remaining 
85 people had heard about this scheme. Of the remaining 
85 people who were aware of this scheme, 30 people had 
not enrolled while 55 people had enrolled in this scheme. 

There was less than 50% enrolment because the people 
have to contribute for a longer period and a low pension 
amount is guaranteed in the future, which is why there are 
fewer people who are availing this scheme. 
 

5.2. Analysis Of Sample 2: Aware And Enrolled 
In The Scheme 
 

Number Of Working People In The Family  
The survey showed that 65% of the people who had en-
rolled in the scheme have one working member in their fam-
ily.  
 

Table 1: Illustration of contribution chart 

Source: National Securities Depository Limited, Ministry of 

Finance  

Figure 1: Level of awareness and enrolment 

Source: Authors’ calculation based on survey data 
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The high percentage of one working member in the fami-
lies could be because of the following reasons- 
 
1. Lack of job opportunities in the unorganised sector. 
 
2. A high proportion of females are engaged in house 

chores rather than working outside. It raises the con-
cern that female participation should be increased by 
appropriate policy action. 

 
3. According to PFRDA (Pension Fund Regulatory and 

Development Authority), both males and females enrol 
in this scheme but on analysis the result is opposite. 

 

Age Of The Enrolled People 
The survey shows that among the people who have en-
rolled in this scheme, the majority of people lie in the age 
group of 24-29 years, although some outliers belong to 
the age of 35 years. 

The major reason turns out to be that the young popula-
tion is more informed about this scheme and hence has 
more enrolment. Also, the majority of working members 
are in families so there exists a positive relationship be-
tween age and consumption expenditure, and hence the 
negative relationship with investment in any scheme. 
 

Family Size Of The Enrolled People 
The family size of the people is also an important factor 
in analysing the enrolment of people in this scheme. 

According to the survey, the majority of the families have 
5 members which roughly gives the idea of the structure 
of the family. It shows there is a negative relationship be-
tween the size of the families and people enrolled in the 
scheme. It is because of the income constraint and lack of 
employment opportunities. 
 

Literacy Level 
Another important factor that shows a relationship with 
enrolment is the literacy level of the enrolled people. 40% 
of the people belong to the secondary level of education 
and the remaining 60% belong to the primary and upper 
primary level of education. 

It shows an uncertain relationship between the literacy 
level and the people enrolled in this scheme because of 
the following reasons: - 
 
1. The majority of the people surveyed don’t have a high 

level of literacy because according to them, expenditure 
on education is a wastage of money. 

 
2. Since they need a working hand, they took out their 

children from the educational institutions once they are 
matured enough to contribute to earnings of the family. 

 
3. Also, the majority of the people surveyed have not  

Figure 2: Number of working people in the family 

Source: Authors’ calculation based on survey data 

Figure 3: Age of the enrolled people 

Source: Authors’ calculation based on survey data 

Figure 4: Family size of the enrolled people  

Source: Authors’ calculation based on survey data 

Figure 5: Literacy level of the enrolled people 

Source: Authors’ calculation based on survey data 
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completed the classes they were enrolled in. 
 

Wages 
Wages are one of the important factors which categorise 
subscribers enrolled in this scheme into different slabs. 
Since people who belong to the unorganised sector have 
limited wages, they have to consider various factors be-
fore enrolling in any scheme. 

According to the survey, wages of the people who have 
enrolled in the scheme vary between Rs. 5,000 to Rs. 
20,000 per month. The highest percentage of wages 
among people is Rs. 10,000 per month.  This means that 
wages are another constraint. If wages increase, people 
would like to get enrolled in the scheme keeping other 
factors constant. 
 

Pension Slabs 
Atal Pension Yojana or APY guaranteed pension scheme 
from government. Under it, subscribers get pension rang-
ing from Rs.1000 to Rs.5000 per month. 

Different pension slabs involve different amount to be 
contributed for the scheme. Say, if you are 18 years old 
and you choose the slab of Rs. 1000 then you have to 
contribute Rs 42 per month and similarly different 
amounts for the other slabs. 
 

In our survey, we found most people get enrolled them-
selves in the Rs 1000 scheme. The reason for choosing 
the slab of least amount can be their wages, family size, 
etc. Therefore, as the slab increases the number of people 
enrolled decreases. 
 

Source Of Information 
Individuals can get to know about a scheme through vari-
ous ways like media, bank, relatives, newspaper, radio, 
friends etc. 

The various means of communication played an impor-
tant role in spreading information about the scheme APY. 
Results from the survey conducted by us tell that media 
(eg: TV, Newspaper, radio etc.) are the main factor 
through which people got to know about this scheme.  
 

Reasons To Avail 
There were a total of 55 people who availed in this 
scheme out of the 115 being surveyed. 

People have different reasons for availing in the scheme. 
Prospectives of individuals vary according to their expec-
tations from the scheme. 
 
About 13 people enrolled due to the security amount they 
can get in retirement, 14 people enrolled because of the 
simple enrolment process, 15 people due to the small 

Figure 6: Wages per month of the enrolled  

Source: Authors’ calculation based on survey data 

Figure 7: Pension slabs 

Source: Authors’ calculation based on survey data 

Figure 8: Sources of information 

Source: Authors’ calculation based on survey data 

Figure 9: Reasons to avail 

Source: Authors’ calculation based on survey data 
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amount they need to pay for getting security in retirement 
and the remaining due to other reasons. 
 
Hence, we got to know that people are more attracted to 
the less amount one needs to contribute to this scheme. 
 

Awareness About Scheme Before Enrolment 
According to the survey, 75% of the people knew about 
the scheme before enrolment and hence they took the 
decision rationally and the remaining 25% knew nothing 
about the scheme and hence joined this scheme under the 
influence of their colleague, friends or relatives. 

Relationship Between Contribution Amount And 
Age Of The Scheme Holder 

According to the Subscriber’s Contribution Chart, there is 
a positive relationship between the age of the subscriber 
and the monthly contribution irrespective of the future 
guaranteed pension amount. 
 
Through the survey, we also found out that as the age of 
the respondent increases, the monthly contribution also 
increases irrespective of the future guaranteed pension 
amount (i.e., Rs. 1000, Rs. 2000, Rs. 3000, Rs. 4000 & Rs. 
5000) 
 

6. CONCLUSION 
 
Our findings depict that the Atal Pension Yojana has not 
been a great success in Delhi and has not been able to 
meet their aims to a large extent. The Government has 
tried to adopt a persuasive approach for this scheme to 
get as many registrations as possible. Some of the meth-
ods are – very low penalties on default, low monthly con-
tributions, a very easy procedure for registration and exit. 
Nevertheless, the results are not as expected. The reasons 
that we can see from our survey behind it not being a suc-
cess are that, firstly, the defined pension does not guaran-
tee a decent standard of living to the scheme holder. The 
scheme is less beneficial to the people who join at a 
younger age. It can be seen from the data collected that 
the subscriber should be at least in his 30s to ensure a 
social security cover for him. The policymakers should 
redesign the existing plan so that the bandwidth of the 
age group is increased from 18-40 to 30-50 to serve the 
objective of ensuring social security.  
 
Secondly, it can be seen that a mere amount of Rs. 1000 
per month does not serve the purpose of ensuring a mini-
mum standard of living. A person joining the slab of Rs. 
1000 monthly pension plan is ensured 15% of his 
monthly expenditure at the age of 60 years. Thus, restruc-
turing of the scheme is required. Contextualising the sce-
nario following the Keynesian model, the lower the inter-
est rate or lower the benefit given to the subscribers more 
will be the tendency to hold the money with them and not 
invest it in the above scheme. Therefore, the speculative 
demand for money would rise, thereby putting more 
money in the hands of people. Thus arises the need for 
inflation indexation so that the benefits can keep pace 
with inflation. If both the subscriber and government 
contributions are indexed annually, it can provide the sub-
scriber with higher returns. The NPS-Main scheme fol-
lows a lifecycle investment mix which can be adopted by 
the current APY scheme. 
 
Also, there is a need to remove the gender disparity that 
exists among the holders of this scheme as the majority of 
the scheme holders are men. More women are to be in-
volved. In India, particularly in the unorganised sector, 

Figure 10: Awareness about scheme before enrolment 

Source: Authors’ calculation based on survey data 

Figure 11: Monthly contribution for the pension amount of 

Rs.1000 

Figure 12: Monthly contribution for the pension amount of 

Rs.5000 

Source: Authors’ calculation based on survey data 
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women are housewives and they generally do not have 
any fixed income. Their life-span is greater than the men, 
which becomes a cause for gender discrimination. Such 
discrimination against women needs to be diminished and 
female participation should be increased. Moreover, the 
Finance Ministry is considering a proposal to relax the 

maximum monthly pension paid under the Atal Pension 
Yojana (APY) to Rs 10,000 and raise the maximum age 
limit for enrolling in the scheme to 50 years. The PFRDA 
proposed merging the pension schemes available sepa-
rately for farmers and shopkeepers with APY to avoid 
confusion. 
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Abstract 

The paper aims to analyse the determinants of feminisation of agriculture with emphasis on food 

security. It studies the effect of cereal consumption, migration, rural literacy, rural poverty, fe-

male wages and gender wage differential on the number of female agricultural workers. The pa-

per checks the theory of work capacity curve which states that work productivity is positively 

related to one’s nutritional level by using cereal consumption as an indicator of nutrition. It fur-

ther explores the role of women in major aspects of food security and the barriers which arise due 

to gendered division of labour and assets. Women have been denied land rights and control 

which adversely affects food production. They contribute more than their male counterparts in 

the domestic sphere and almost equally in the fields, yet do not get recognition as farmers. The 

nutritional context of women is also studied in the paper, identifying their disadvantage as com-

pared to men in nutrition and food security. By highlighting women’s role in major aspects of 

food security and the determinants of their participation in the labour force, especially in agricul-

ture, this paper captures the feminisation of agriculture and food security. 

Author’s email address: fizza.suhel@gmail.com 

1. INTRODUCTION 
 
In recent years South Asian countries have seen an in-
creasing presence of women in the male-dominated field 
of agriculture. For instance, in countries like Bangladesh, 
Bhutan, India, Pakistan and Nepal, 60-90 per cent women 
are employed in agriculture, showing higher participation 
than their male counterparts (FAO, 2005). Women have 
been at the core of food security in households for a very 
long time through their contribution in all three aspects of 
food security- production, accessibility and utilisation. 
However, it is no surprise that this results from a gen-
dered division of labour which puts the burden of care-
taking on the woman, often by glorifying this social obli-
gation. In spite of a traditional perspective of their lower 
social status, if a male-dominated field observes a rise in 
female labour force, it becomes an important question to 
study. This paper looks at the factors which influence par-
ticipation of women in agriculture with special emphasis 
on food security of households.  
 
Women face inequality not just in the social sphere but at 
the household level too. Although they are the providers 

of food, they often eat the least and after the male mem-
bers have eaten. Consumption data in National Family 
Health Survey- II (NFHS-II) shows that 55 per cent of 
adult women in India consume milk or curd at least once 
a week, 33 per cent eat a fruit at least once a week and 
only 28 per cent eat an egg. In terms of health, 52 per 
cent of all adult women are anaemic and 36 per cent have 
a body mass index of less than 18.5 which is associated 
with chronic energy deficiency (Dreze, 2012). To under-
stand how nutrition and food security affect female la-
bour force participation, this paper studies the theory of 
work capacity curve. The theory draws a positive relation-
ship between nutrition and work productivity which im-
plies that one is able to supply his/her labour after receiv-
ing a certain level of nutrition required by the body to 
work. 
 
Apart from food security, there are other factors which 
are capable of influencing the participation of women. 
Women’s work increases due to migration undertaken by 
the male members of the family. Their work remains in-
visible in households. Places with high level of male mi-
gration see more women coming out and working as cul-
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tivators. Rural male migration for employment purpose 
was 33 per cent as compared to 3.6 per cent for rural fe-
males (Swarna S. Vepa, 2005). This limits possibilities for 
women who are now left with local work. Marginalisation 
of agriculture has resulted from doubling of the work-
force from 97 million to 185 million between 1950 to 
1991 (Rao and Hanumappa, 1991). All high paying agri-
cultural and non-agricultural jobs are taken up by males, 
leaving low paid work for women. With the exception of 
Tamil Nadu, states which offer lesser wages employ more 
women. Similarly, states with high wage differential be-
tween men and women observe more number of female 
workers. Thus, wage becomes an important factor for 
understanding female participation in work outside the 
household. The paper further explores role of education 
in increasing the participation of women. The relationship 
between low literacy and higher female participation in 
agriculture, as observed in countries like Papua New 
Guinea and the Solomon Islands, is concerning as low 
literacy hinders women’s access to technology and the 
power to take decisions (FAO, 2005). In such a case, their 
increasing number is reflective of their existence as wage 
labourers and not as heads or leaders. Their nature of 
work in household production revolves around traditional 
gender roles based on cultural and religious perspectives. 
Rural poverty is a factor which acts as a push for women 
to work outside the household despite the social con-
straints and the paper delves deeper into this narrative.  
 
This paper explores the determinants of female labour 
force participation in agriculture using a multiple regres-
sion model. It discusses the issues faced by women in the 
context of food security and their role in the three main 
aspects- production, accessibility and utilisation. The next 
section presents a literature review of the studies which 
have been referred to in producing this research. After the 
literature review, the dataset used is described in detail 
followed by the methodology used in deriving results. A 
multiple regression model is used to determine the effects 
of several attributes discussed previously on the depend-
ent variable- the number of female agricultural workers. 
The next section discusses the regression results from the 
model. An extensive discussion on food security and 
women follows which talks about their role in the major 
aspects of food security. One must understand that agri-
culture and food security do not exist in isolation and a 
study on women and food security will necessarily relate 
to agriculture.  

 
2. LITERATURE REVIEW 
 
An important study positively relating nutrition and la-
bour force is Debraj Ray’s work capacity curve (2009). 

This curve shows that, at initial stages of nutrition, the 
body uses the energy to maintain resting metabolism. As 
more and more is consumed, it goes into productive work 
and productivity increases. When the nutrition level for 
resting metabolism is achieved, productivity increases 
with an increasing rate after which there is a phase of di-
minishing return because of natural limits. Ray used in-
come as an indicator of nutrition due to the relation be-
tween high income leading to high consumption and nu-
trition. This paper studies this relationship between nutri-
tion and work for female agricultural workers by using 
cereal consumption instead of individual income.1 

Swarna S. Vepa’s work on “Feminization of Agriculture” 
gives a broad picture of women’s stake in agriculture. The 
contribution of women has been increasing and if the 
work in livestock, poultry and fisheries, water conserva-
tion, forestry and work related to common property re-
sources is included, it exceeds that of men. Their access to 
credit, technology and resources like land, livestock and 
machinery is limited. Burden on women is increasing and 
low wages add to their deplorable condition, making fe-
male headed households the lowest income class. She re-
ports how female main workers are replacing male main 
workers in rural sector by pointing out that the percentage 
increase in women workers has been 7.2 per cent as com-
pared to 3.2 per cent for men workers. Women put in 
23.6 hours a week in agriculture and get paid for only 60 
per cent of their work. This reflects marginalisation of 
women workers with high levels of unpaid work in Hary-
ana and Meghalaya where participation was higher in non-
crop agricultural activities. She makes a distinction be-
tween marginal and main workers, elaborating how the 
former grew due to a lower pace of work opportunities as 
compared to the demand. Women have a disadvantage 
here as well and almost equal proportion in both catego-

1Cereal consumption is used due to lack of data on other indicators like height and weight.  

Figure 1: Relationship between nutrition and work capacity.  

Source: Development Economics, Debraj Ray 
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ries (46% marginal and 54% main). Her study emphasises 
on state level analysis highlighting Tamil Nadu, Rajasthan, 
Maharashtra, Madhya Pradesh, Andhra Pradesh and Guja-
rat for having more than 50% of agricultural labourers as 
women. Backward districts employ higher per cent of 
women as seen in Andhra Pradesh’s Warangal, 
Nalagonda, Mahaboobnagar and Vizianagram which are 
less prosperous. This is due to two reasons. First, mecha-
nisation has replaced women’s labour and second, possi-
ble shift from rice cultivation to other crops has reduced 
labour requirements. Shortage of rice in states and in-
crease in its price has led to lower calorie consumption. 
To study wage inequality, Vepa explores the proportion 
of female wages to male wages. Kerala, where absolute 
female wages are high, also has high inequality. Punjab, 
with low inequality, has just 13 per cent of female cultiva-
tors. These results highlight the importance of studying 
wage differentials and how it affects the labour force. Her 
paper discusses policy objectives of increasing wages, 
skills, incentives and access to resources for women who 
should be considered as regular workers and not those 
who occupy spaces left by men. Community participation 
and awareness creating activities burden them even more 
without bringing any economic benefit. Employment 
Guarantee Schemes could focus on employment opportu-
nities specifically for women. They can be employed in 
environment restoration activities and focus should be to 
provide land and resource ownership. 
  
The paper also draws reference from the neo classical 
theories of migration like those of Ravenstein’s (1885) 
and Stouffer’s (1940) which state that migration occurs 
due to differential in wages, economic conditions and op-
portunities. Intense stress arising from population growth, 
unemployment and inefficient agricultural practices push 
out a large workforce from agriculture to informal econ-
omy leading to urbanisation of rural poor. Social obliga-
tions and barriers lead to more migration of males than 
females for the purpose of employment. This migration 
forces women to work on household farmlands or secure 
position as agricultural labourers to meet household ex-
penditure. Thus, migration turns out to be a critical factor 
for women to enter the labour force and the paper further 
explores this aspect. 
 

3. RESEARCH OBJECTIVES 
 
The paper studies the relationship between the number of 
female agriculture workers and cereal consumption, mi-
gration, female literacy, male literacy, average female 
wages, wage differential between males and females and 
rural poverty. It checks whether the theory of work capac-
ity curve model holds true for the female labour force in 
agriculture by looking at their relationship with cereal 
consumption. The objective of the paper is to understand 

the reason behind the increasing female participation in 
agriculture while highlighting their role in food security. 
In the knowledge of the author, enough empirical re-
search on this question has not been pursued and this 
paper could help in setting the context. Apart from this 
empirical model, the research focuses on presenting exist-
ing literature on the role of women in food security and 
the problems faced by them in this field. Agriculture and 
food security are closely related as agriculture ensures 
enough food production. Therefore, a study of women in 
food security cannot be complete without looking at their 
contribution in agriculture. 
 

4. DATA & METHODOLOGY 
 

4.1. Data Source 
The paper makes use of secondary data available from the 
Indian Human Development Survey (IHDS- II) database 
for the year 2011-12. It is a collaborative work by the Na-
tional Council of Applied Economic Research, New 
Delhi (NCAER) and University of Maryland. The goal of 
this data collection was to observe changes in the daily life 
of Indian households in a transforming world. It nation-
ally represented 42,152 households from all states except 
Andaman and Nicobar Island and Lakshadweep. Data 
from rural households was used and compiled to give dis-
trict wide results for 274 rural districts. Parts 1 and 2, 
which pertained to individual and household data respec-
tively, were used. 
 

4.2. Data Description 
Before moving to the regression model, it seems impor-
tant to understand the following overview: 
 
A considerable number of female agricultural workers can 
be observed through this data. As shown in Fig. 2, 
41.24% of all districts show a higher number of female 
agricultural workers than males. Though numbers are 
high, women still lack decision making powers and own-
ership of resources. The percentage of women who can 

Figure 3: Women and de-

cision making power  

Source: Author’s compilation  

Figure 2: Districts with 

higher female participation 
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take decisions on farmland owned by their households 
remains extremely low as seen in Fig. 3.  
 
Rajasthan has the highest ratio of female to male agricul-
ture workers followed by Chhattisgarh and Madhya 
Pradesh. These states perform fairly low in terms of aver-
age wages proving how women are concentrated in areas 
which are not preferred by their male counterparts when 
it comes to earnings. Table 1 gives the ranks of the top 
states with respect to the ratio of female to male workers 
and their ranks with respect to female wages. 

Chhattisgarh, Madhya Pradesh and Bihar belong in the 
top six for the ratio of female to male workers. However, 
they belong to the bottom 10 when it comes to agricul-
tural wages.  

 
Jammu and Kashmir, Bihar and Uttar Pradesh observe 
the highest average consumption of cereal while Kerala 
observes the lowest. 

 
4.3. Econometric Model 
Econometric analysis is done using a Multiple OLS Re-

gression. Cross sectional data for 274 districts has been 
taken. The effect of cereal consumption, migration, wages 
of female workers, wage differential between males and 
females, rural poverty, literacy of females and males on 
the number of female agriculture workers is estimated. 
 

FemAgi = β0 + β1Cereali + β2Migi + β3Wagefemi  

                + β4Wagediffi + β5Povi + β6Litfemi 

                         + β7Litmalei + ui                                        (1) 
 
A brief discussion of the various attributes is given below 

 

 

Table 1: Ranks of States  

Source: Author’s compilation  

Figure 4: Consumption- Top and Bottom 5 states  

Source: Author’s compilation  

Table 2: Description of attributes 

Source: Author’s compilation  
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5. RESULTS AND DISCUSSION 
 

5.1. Regression Results 

5.2. Interpretation 
Using one tailed t-values to check significance (for hy-
pothesis testing), Cereal, Migration, Male Literacy and 
Female Literacy is significant at 99% significance level. 
Wage differential is significant at 95% significance level 
and Female wages at 90% significance level. Poverty is 
not significant. The result for cereal consumption contra-
dicts the theory of work capacity curve. The negative sign 
of the coefficient would mean that, with an increase in 
cereal consumption, the number of women working in 
agriculture falls. Two propositions can be noted. First, the 
relationship between nutrition and work capacity does not 
hold. At low levels of nutrition, there are more women 
going out of the house to work. This relates to the issue 
of affordability of food. At low levels of cereal consump-
tion, to be able to afford food becomes more important 
than maintaining enough nutrition for work. Although 
contradictory, this result is not surprising at all because 
the general perception around the employment of rural 

women is not for achieving an economic position for the 
woman but to push it towards employment to fulfil the 
needs of the household, which, in this case, is food secu-
rity through cereals. Secondly, it is probable that cereal 
consumption does not capture nutrition entirely. An indi-
vidualistic approach can be a better fit to measure 
women’s nutrition as inequalities within household mem-
bers do exist which make women the most vulnerable to 
undernutrition.  
 
When cereal consumption decreases by one kilogramme, 
the mean number of women increases by 0.717. 
 
Migration gives expected sign of the coefficients. With 
every person migrating from the district, 0.9 women join 
agriculture. Wage differential between females and males 
is significant at 95% significance level. It can be inter-
preted as an excess of wages of males over that of fe-
males. There seems to be a negative relationship between 
wage differential and the number of female workers. As 
the gap widens, lesser women participate. Similarly, the 
sign of coefficient of female wages is negative. Districts 
with low female wages have more female agriculture 
workers as seen in Table 1. 
 
Interesting results were observed for poverty as it turned 
out to be insignificant, contradictory to existing literature 
which states that poor economic conditions force women 
to join the labour force. 
 
Female literacy is significant and the coefficient takes a 
negative sign. An increase in the number of literate 
women in the district leads to a decrease in the number of 
women in agriculture. Male literacy has a positive relation-
ship with female participation which shows two things. 
First, literate men could be more capable of migrating and 
their migration forces women to work. Second, literate 
males could be more aware and support women’s em-
ployment despite social barriers. 
 
R2 is a measure of goodness of fit of the model. A value 
of 0.285 shows that the model is able to explain 28.5 per 
cent of changes in the dependent variable. Its value in-
creases as more and more regressors are added which de-
velops the need for adjusted R2, a better indicator for 
comparative purpose. By looking at the adjusted R2, the 
model explains 26.6 per cent of changes in the regressor.  
 
To conclude this section, the work capacity curve theory 
does not hold true for women in agriculture and cereal 
consumption. It could be possible that cereals do not 
serve as a good indicator of nutrition in women and there 
is a need to look at more individualistic indicators. How-
ever, measurement of such individual consumption pat-
terns becomes difficult. Migration serves as a highly criti-

Table 3: Regression results 

Source: Author’s calculations 

Notes: Hypothesis testing done using t-test.  

Heteroscedasticity was observed using Breusch Pagan Test. 

Robust standard errors have been used to deal with heterosce-

dasticity. 

***significant at 99 % level 

**significant at 95% level 

*significant at 90% level 
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cal variable along with literacy of males and females and 
the wage differential. It was surprising to observe that 
poverty was insignificant to the model.  

 
6. WOMEN AND FOOD SECURITY 
 
Chaudhary and Parthasarathy (2007) describe food secu-
rity as “ a state where all individuals have stable access to 
minimum amounts of food required for a healthy and 
active life.” Household food security is explained as a 
function of time and market commodities producing tan-
gible and intangible (nutrition, warmth and health) com-
modities entering the utility function while individual 
food security depends on visible and invisible intra house-
hold factors like age and gender. Household food security 
does not ensure individual food security primarily due to 
gender inequality which puts women in a lower position 
in nutritional status and food distribution. This disadvan-
tage faced by women is because of a weak bargaining 
power depending on their fallback conditions (Aggarwal, 
1997). This position is a result of women’s unpaid work 
which is often looked down upon and can be hard to 
measure in monetary terms. Even in cases of paid work, 
their contribution is considered “insubstantial”. Scholars 
have tried to measure their work by looking at time con-
tributions. This section explores the issues which arise for 
women in ensuring food security and their position in the 
various aspects of food security. 
 

6.1. Issues 
 

6.1.1. Lack Of Ownership Of Assets 
Kelkar (2011) in his paper “Gender and Productive As-
sets” explores the gender divide in ownership of assets 
with emphasis on land. He explains how lack of asset 
control affects economic inequality, individual life, wages 
and decision making rights. He links this lack of control 
negatively to development and female empowerment. Ru-
ral women, who are mostly landless, are disadvantaged for 
they cannot be eligible for institutional credit structures as 
seen from only the 5 per cent of women who own a 
Kisan Credit Card. A high number of women work with 
livestock (93 per cent of employment) but they are absent 
from diary cooperatives which are controlled by men. Fe-
male agricultural workers and female headed households 
are the most deprived stakeholders in agriculture because 
they not only lack land rights but also access to public 
service and technology. For instance, projects promoting 
commercialisation of vegetable production often train 
men. A knowledge barrier is a result of the perception of 
gender roles and disregard of women’s economic activity. 
Giving women control over assets leads to increased pro-
ductivity. In Andhra Pradesh, when women-run dairy 
units were monitored, milk yield increased from 380 to 

610 litres per diary and profit from 3 lacs to more than 5 
lacs per year. Similarly, findings from Integrated Rural 
Development Program and Tamil Nadu Women’s Devel-
opment Program reveal that decision making influence of 
women increases when credit transfers are made directly 
to them. Even in situations where women have access, 
they continue to face social barriers in exercising control. 
A study by Chen et al (1989) explained how households 
with boys used larger proportion of inputs like fertilisers 
and irrigation. This shows that male presence in house-
holds ensures access to resources and thus provides 
greater incentive to investment.  
 

6.1.2. Female Unpaid Work 
Women are generally not as represented as men in eco-
nomic activities due to their added responsibility of house 
work. They are responsible for child care as well as live-
stock rearing which serves as a constraint to the time and 
their capacity to engage in work. FAO reports show that 
women devote 85-90 per cent of time spent on household 
food preparation across countries. Despite such a role, 
women dedicate an increasing amount of their time in 
farm activities like land preparation, cultivation, threshing 
and drying etc. A study by Chaudhary et al (2007) tries to 
quantify women’s unpaid work in two villages (Ashta and 
Umra) of Maharashtra. Work is divided on the basis of 
gender roles and perception in both villages where repeti-
tive and monotonous tasks are the responsibility of 
women and mechanically advanced tasks are carried out 
by men. There is a clear distinction of household as a fe-
male’s domain and workplace as male’s domain. Results 
from the village of Ashta are presented below: 

Table 4 shows that across all sizes of households, 
women’s contribution to farm work is almost equal to 
men’s and way more in case of domestic activities. In to-
tal, women spend six times more hours in household 
work than men and men spend only 1.12 times more 

Table 4: Time devoted to farm work and domestic activities by 

men and women  

MHH- Male Headed Households 

FHH- Female Headed Households 
 

Source: Chaudhary and Parthasarathy (2007) 
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hours in farm work than women. Quantifying this contri-
bution in monetary terms gives a clearer picture of 
women’s contribution. 
 
When women’s domestic work is quantified, it is more 
than men’s contribution with both male wage rates and 
female wage rates. Women’s support to food security is 
more than that of their male counterparts. Assessing at 
female wage rates, women remain responsible for 70 per 
cent of their families’ food requirement. 
 

6.1.3. Nutritional Status 
India Health report 2015 confirms that 55 per cent of 
women between 15-49 years of age are anaemic with state 
numbers as high as 76.3 per cent as in West Bengal. Chil-
dren born of malnourished mothers are underweight and 
face 20 per cent higher mortality (UNICEF). An impor-
tant health indicator for women is body mass index 
(BMI). A BMI of less than 18.5 is associated with chronic 
energy deficiency and higher than 30 is associated with 
obesity. All India proportion of thin women (BMI less 
than 18.5) is 23 per cent in the NFHS-4 with an urban 
rural variation. The proportion of thin women is 27 per 
cent in rural areas as compared to 16 per cent in urban 
areas. In NFHS-4, 53 per cent of women and 23 per cent 
of men are observed as anaemic without any change in 
trend over the last 10 years. Prevalence of anaemia in 
adults is negatively related to their schooling and house-
hold wealth. Figures 5 and 6 show the proportion of 
anaemic adults (both men and women) over the past 2 
surveys. NFHS also reports data on consumption of food 
for both women and men. Women mostly consume green 
leafy vegetables but their consumption of non-vegetable, 
non-cereal diet is concerning. Only 45 per cent consume 
milk or curd daily, 23 per cent consume once a week, 25 

per cent consume occasionally and 7 per cent do not con-
sume at all. Similarly, 54 per cent do not consume fruits at 
all. This shows lack of diversification in the diet of fe-
males.  

6.2. Role Of Women In Food Security 
 

6.2.1 Food Production  
Women have always been producers of food. They have 
involved themselves in household work of food prepara-
tion, collection of firewood and water and caregiving 
along with farm related activities. Despite such contribu-
tions, there is a lack of recognition of women as farmers. 
The Women Farmers’ Entitlements Bill, 2011 aimed at 
providing recognition by issuing ‘Women Farmer Certifi-
cate’. Census 2011 defines cultivator as someone who 
operates on a piece of land. Since a large number of 
women do not own land, they fall under the ambit of cul-
tivators and not farmers, affecting their access to govern-
ment schemes and Kisan Credit Cards. Swaminathan 
Reddy, who introduced the bill, explained “an identity 
card for women is useful for access to entitlements. The 

Table 5: Monetary value of domestic work and food security  

Source: Chaudhary and Parthasarathy (2007) 

Figure 6: Anaemic Males                                 Figure 5: Anaemic Females                                 

Source: NFHS 4 
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Kisan Credit Card, for example, requires land ownership 
title.”  
 
Women offer most of the labour for producing food 
crops and control the sale of food produced on their land 
but asymmetries in asset ownership negatively affect food 
production. Time use studies help in explaining how 
much time women put in agricultural activities. Kadiyala 
et al (2014) explain that women employed in agriculture 
are unable to improve nutritional condition for children 
due to lack of time. They are held responsible for both 
domestic and farm work. Even though women hold such 
intrinsic role in food production they can be easily dis-
placed. As their work in agriculture becomes mechanised, 
men take over their position. Policy makers need to real-
ise that women could be used as an instrument for better 
food production and more security by giving them the 
recognition they deserve. 
 

6.2.2. Access 
Nutritional status is not ensured through food produc-
tion. Accessibility of food is the second step to ensuring 
food security and women play a major role here. Two 
studies are able to explain their importance in this con-
text. Mehcar (1998) in an intrahouse study in Kerala talks 
about how women contribute more to household income 
(both in absolute and proportional terms) than men de-
spite earning less because of low personal expenditure. 
Hoddinott and Haddad show that a $10 increase in 
women’s income has the same effect on child nutrition as 
$110 increase in men’s income, highlighting the impor-
tance of female income of wage rates. When it has been 
established that a large part of women’s income goes into 
child nutrition and food security it becomes all the more 
essential to ensure equal if not high wages for women. 
Women earned 71 per cent of male wages in 2007-2008 
with variation like 90 per cent in Gujarat and 54 per cent 
in Tamil Nadu (Rao, 2017). Studies show that rural 
women are confined to agricultural activities and earn half 
as much as males for the same nature of work. Even 
though they earn less, they work more than their male 
counterparts. A time use study shows that male contribu-
tion to house and farm work is declining in both rural and 
urban areas while women perform 53 per cent of the 
work. At times, higher income does not necessarily lead to 
better health status. This can be clearly seen at the macro 
level by comparing performance of countries. India has a 
per capita GNI of $730 which is higher than most of the 
sub Saharan countries but its child stunting rates are as 
high as 46 per cent. Gambia, with a per capita GNI of 
$290, has a 19 per cent child stunting rate. This shows 
that distribution or inclusive growth is required to ensure 
well-being. India has been able to ensure a certain level of 
social protection through its much celebrated Public Dis-
tribution System (PDS) under which poor households 

receive cereals at a very low price. Dreze and Khera 
(2013) clearly point out the effect of an efficient system. 
In Chhattisgarh, one of the poorest states in the country, 
73 per cent of rural households buy food from the PDS. 
Accounting for the PDS transfer, head count ratio 
dropped by 17 per cent and poverty gap index dropped 
by 39 per cent in Chhattisgarh. The National Food Secu-
rity Act (NFSA) of 2013 has changed food security from 
a welfare approach to a rights approach and recognises 
women as head of households for food provision and 
management. Both NFSA and PDS are essential in chang-
ing the way food security is dealt within the country. Fe-
male specific interventions are still lacking and need a 
space in policy. 
 

6.2.3. Food Utilisation 
Women’s role in this aspect can be much more important 
than the two aspects discussed above. Through gendered 
division of labour, women are also responsible for prepa-
ration of food and thus the burden of diversification of 
food consumption falls on them. Cereal consumption 
does not fulfil the requirement of micronutrients like Vi-
tamin A, Vitamin C, Iron, Zinc and Iodine. Lack of 
proper diet not only affects individual health but can also 
have economic repercussions. In Sierra Leone, Iron defi-
ciency in agricultural workers can cause a loss of $100 
million in the economy in 5 years (World Bank). Food 
utilisation is set in the context of nutrition and health and 
women are at the centre of this issue as they work for 
household and child nutrition. India has been one of the 
worst performers in child nutrition indicators. Nearly half 
of the children are underweight and stunted and 16 per 
cent are wasted. Although mothers play a crucial role in 
securing better health for children, it was observed that 
only 55 per cent of children less than 4 months of age are 
breastfed (Arnold et al, 2004). Since women spend long 
hours in the field in unpaid and wage labour, they cannot 
give enough time for child care. This holds true for 
Schedule Caste (SC) women as 67 per cent of SC children 
below 5 years of age are underweight (Rao et al, 2017). In 
the case of women belonging to the Schedule Tribes (ST), 
a significant share of their time goes into forest related 
activities like collecting and selling forest products and 
gathering mushrooms and bamboo shoots for household 
consumption. This affects the health of their children 
which is similar to the SC children, though wasting levels 
are higher. When women do not engage in agriculture or 
wage work, the time they devote to childcare increases. 
This result can hold true for all employed women but the 
need to stress on women in agriculture arises because of 
their unrecognised status. Rural women spend more in-
come as well as more time towards food security and ini-
tiatives promoting equal burden of work and efficient us-
age of resources for diversification of food consumption 
are required.   
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7. SCOPE FOR FURTHER STUDY 
 

The paper tries to measure nutrition through household 
cereal consumption due to lack of data. Further research 
can be done by taking different indicators of nutrition like 
non- cereal consumption, Body Mass Index etc. to check 
the relationship between nutrition and work productivity. 
Public Distribution System has become a major initiative 
for ensuring food security. However, it cannot be efficient 
in the presence of leakages. Studies on understanding 
these leakages due to corruption can help in realising its 
actual benefit. There is a requirement to obtain individual 
consumption patterns for women. Household food secu-
rity is not the same as individual food security. Women 
have been the disadvantaged sex in this sphere and there 
is a need to have studies specifically mapping their indi-
vidual food security. 
 

8. CONCLUSION 
 
The discussion on women and their contribution has 
been able to establish the position they hold in agriculture 
and food security. They contribute to both domestic as 
well as work spaces but it is considered as a social obliga-
tion instead of an economic activity. Issues of women are 
mostly taken up by social groups and do not get enough 
space in policy. Based on the discussions in this paper few 
needs of women for improved agriculture and food secu-
rity can be identified. Policies and programmes need to 
recognise women as equal contributors and have women 
specific interventions. Awareness about technology 
should be kept in mind for women who do not have ac-
cess to it and proper training should be ensured. Women 

should be given land rights and the support to pursue ag-
riculture enterprises irrespective of their land rights. Em-
phasis should be on infrastructure to reduce the burden 
of longer hours and unpaid work. Young girls travel long 
distances to collect water and firewood for households. 
Village panchayats can take the responsibility for provid-
ing such facilities and give a platform for women to share 
their opinion. Educating women about their rights in em-
ployment and ensuring equal wages for both sexes  
should be a priority for the welfare of female headed  
households.  
 
Quantification of women’s work in food security, as men-
tioned in the previous sections, gives a clear picture of a 
higher contribution by women than men. Such studies 
should be promoted to highlight the areas where men can 
put more effort and work in coordination with women. 
The paper has been able to explain how women take up a 
huge space in the area of agriculture and food security. It 
has highlighted the barriers to their development which 
are necessary for framing any policy. It started with the 
discussion on factors affecting the female labour force 
participation in agriculture. Migration, gender wage differ-
ential, female wages and literacy of males and females 
were proved to be critical factors. It was interesting to 
observe that poverty had no effect on their participation. 
The theory of work capacity curve relating nutrition and 
work did not hold true in this analysis which highlights 
the importance of nutrition indicators observing individu-
alistic behaviour. Apart from the empirical model, the 
paper described the food security situation and women’s 
position in this sphere by looking at the existing studies in 
this area. 
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Abstract 

Football is the world’s most popular sport and there is no doubt that its popularity in the Indian 

subcontinent is growing at an exponential rate. There are huge investments made in the sport on 

a daily basis both domestically and internationally. Top clubs like Barcelona and Manchester 

United are looking at India as potentially one of the largest markets for their clubs. The sport in 

itself attracts such a large number of people because there is no other sport which gives you such 

an innate sense of belonging to absolute strangers. Within a football stadium, everyone wearing 

the same colour is a brother in arms regardless of whether you know their name or not. It is this 

fervour that we explore in this paper and attempt to explain the impact of it. Commercially, the 

sport has made great strides across the world. Investors from around the world flock to Europe 

for an opportunity to invest in the top clubs and their enthusiasm is repaid by the extravagant 

revenues generated through ticket sales, merchandise sales, broadcasting use rights, etc. With 

these huge sums of money involved, the sport has seen rapid commodification which is another 

aspect that we explore towards the end of the paper. Thus, the football industry is multi-faceted 

and while from an idealistic perspective, a club should only grow if they perform well on the 

pitch, this is not the case. It is this disparity which we look at and attempt to explain in this pa-

per.  

1. INTRODUCTION 
  

F ootball is a global phenomenon. It is by far the most 
popular sport in the world and, in the past few dec-

ades, it has seen rapid expansion into geographical regions 
where it is not traditionally popular. India is one of these 
areas where the sport has seen widespread growth in re-
cent years and it is no surprise that it is viewed as one of 
the prospective hotspots of talent and a highly profitable 
market as well. 
  
The Indian Super League (ISL) is in its nascent stages 
compared to European leagues but despite the large 
amounts of investment, it has failed to truly capture the 
attention of not only the general public but also of pre-
existing Indian football enthusiasts. Undoubtedly, there 
exists a great divide between the quality of football across 
the two leagues but ISL has failed to generate the passion-
ate relationship that is usually expected of supporters with 
football clubs. Therein lies one differentiating factor of 

football clubs from wholly commercial organisations - the 
reliability of consumers. No category of consumers is per-
haps as reliable for content intake as sports fans. This fac-
tor is one of the reasons why this topic has been chosen 
for the research paper. 
  
With this swift expansion has come sharp commercialisa-
tion of the sport with the European football market esti-
mated to be worth 28.4 billion USD in 2017-18 by 
Deloitte (Deloitte, 2019). Millions of dollars are at stake 
for all parties involved and the pressure to perform for 
players is higher than ever. However, the question arises - 
how much does on-field performance actually matter for 
the commercial end of the football club? Surely, there lies 
a positive relationship. Otherwise, why would an enter-
prise’s value grow if it fails at achieving its core goals.  
 
Yet, we must also ask ourselves - “Is on-field perform-
ance the only thing that matters for a club’s brand value 
and net worth?” A quick glance at the off-field activities 

* Corresponding author’s email address: k.ritwik.k@gmail.com 
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of a club can assure us that this is not true. If it were, 
clubs wouldn’t be having an army of staff handling the 
commercial end; they would devote all their resources 
towards on-field success. Thus, this research delves into 
the extent of the impact of on-field performance on the 
net worth of the club and explores other factors which 
affect the club’s market value. Later on, the case study of 
Manchester United is taken up to study in-depth how the 
stated factors affect the net worth.  
 

2. LITERATURE REVIEW  
 
The commercial value of the football industry has in-
creased multi-fold over the past few decades and several 
studies into this industry have taken place and continue to 
do so on a regular basis.  
 
KPMG releases an annual document titled ‘The European 
Elite’ wherein the enterprise value of top football clubs 
across Europe is calculated on the basis of five major fac-
tors. This document follows a similar structure that we 
wish to undertake but KPMG’s research is targeted to-
wards finding the enterprise value while we are aiming to 
wards explaining that value. Further, we feel that the fac-
tors accounted for ignore the emotional and non-
quantifiable aspects of the club’s net worth.  
 
Deloitte releases an annual document titled ‘UK Annual 
Review of Football Finance’ which explores the value of 
the football industry and is comparative in nature with 
respect to previous years and to other countries. This 
document is centred around the club’s revenue and fi-
nances. Similar to KPMG, we feel that this research is 
only number oriented and ignores the qualitative and 
football-related off-field factors which affect the net 
worth of a club.  
 
On a whole, there is a lot of literature available which cal-
culates the value of a football club along various lines but 
there is little research available on how the value is actu-
ally built and what qualitative as well as quantitative fac-
tors are behind it. This is why we have decided to take a 
combination of statistics and theory to explain a club’s net 
worth and brand value. 
 

3. HYPOTHESIS 
  
It is hypothesised that the on-field performance has a 
positive effect on the brand value. This impact is limited 
by several other factors such as prestige, squad value, 
sponsorship deals, manager value, ticket and merchandise 
sales, youth structure, and owner profile. 

 
4. DATA AND METHODOLOGY  

This study is conducted to analyse the impact of the on-
field performance of a football club on its net-worth. A 
regression has been performed on the number of wins 
(independent variable) of a team in a particular season on 
its net-worth (dependent variable). The regression is run 
on Excel. The second regression is performed taking time 
as another independent variable. The time period which 
has been chosen is a recent one because of the increasing 
popularity of football at an exponential rate. Moreover, 
various other factors have started to play a bigger role in 
the net-worth of the clubs. 
 

5. SELECTION CRITERIA  
 
i. Premier League: There are many reasons why the Pre-

mier League has been chosen for this study. The pri-
mary reason for selection is the level of competitiveness 
in the league which is unmatched across Europe. Re-
sults are unpredictable and there are fluctuations in the 
number of victories over time which helps us in our 
evaluation. Secondly, the Premier League is the most 
popular football league in the world and no other league 
comes close with respect to viewership and broadcast 
outreach. Further, Fantasy Premier League is the most 
popular fantasy league in football which engages fans 
even when “their” team is not playing. 

 
ii. Teams: 10 teams have been chosen according to their 

performance in the Premier League. These teams have 
not been relegated in the time period taken. The num-
ber of teams taken gives us enough data points for Cen-
tral Limit Theorem to hold and for regression to be vi-
able. 

 
iii. On-field performance: It is assumed that the number 

of wins in a season indicates how well a team has played 
throughout the year. There are 38 match days in a sea-
son which represents the total number of matches each 
team plays.  

 

6. RESTRICTIONS AND ASSUMPTIONS 
 
i. Total wins: It is possible that a team plays well but still 

ends up drawing or losing to the other team. Various 
factors like possession, shots on target, player ratings, 
fouls, corners, etc determine the level of the game.   

 
ii. Margin of winning: A win is considered but not the 

margin. A 6-0 win would be given the same weightage 
as a 2-1 win.  

 
iii. Date: The data has been taken at the end of the sea-

son. This implies that it does not account for any trends 
in improvement throughout the season but accounts for 
trends throughout the year.  
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iv. Periods: In the case of taking time as an independent 
variable, the first time period (2013/14 season) is taken 
as period 1, the second time period (2014/15 season) is 
taken as period 2 up until the sixth time period 
(2018/19 season) taken as period 6.  

 
v. Variables: In the first two regressions, the difference is 

of taking time as an independent variable. The purpose 
is to find the off-field variables influenced by time. In 
the next 2 regressions, time is not taken as an independ-
ent variable. The factors influenced by time remain a 
part of the error term. The purpose is to find the off-
field variables influenced by the size of the club.  

7. DATA COLLECTED 
 
Secondary data has been collected for the purpose of our 
research. All the net-worths have been taken from Trans-
fermarkt, which is a German website and one of the larg-
est sports websites. The website has scores, results, trans-
fer news, fixtures, and player values. The values have been 
compared to the number of wins by the same club in a 
particular season. The number of wins has been taken 
from the official Premier League website. The data col-
lected for 6 years is as follows:  

 
 

Table 1: Net-worths and wins of 10 teams from the year ending 2014-2016 

Table 2: Net-worths and wins of 10 teams from the year ending 2017-2019 

Note: The data has been split into two tables for convenience.  

Source: Transfermarkt and official Premier League website 
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8. ANALYSIS 
 

Regression 1  
The first regression is run taking the independent variable as the number of wins and the dependent variable as net 
worth. The confidence interval taken is 95%. The number of observations is 60. We get the following analysis of varia-
tion from the same:  

The equation obtained is  
 
Y = 11.6630399 + 0.01763649X                                    (1) 
 
Where,  
Y represents Net-worth  
X represents Number Of Wins  

 

Interpretation of Regression 1  
The p-value of the intercept as well the coefficient of variable 1 is close to 0. This implies that both variables are statisti-
cally significant. The R squared obtained is 49%. This implies that the number of wins explain only 49% of the change in 
the net-worth. The rest of the 51% involves more variables like prestige, sponsorships, manager values, etc. This shows 
that the on-field performance alone is not able to explain even half of the change in net-worth.  
 

Regression 2  
The second regression is run taking two independent variables. The first independent variable is the number of wins as 
before and the second independent variable is taken as time. The first 10 data points belong to the season of 2013/14, so 

Tables 3-5: Results of regression 1 

Source: Author’s calculations 



73 

RAMJAS ECONOMIC REVIEW, VOL. 2 

they are given the value of 1, as explained before. The dependent variable is net worth as before. The confidence interval 
taken is 95%. The number of observations is 60. We get the following analysis of variation from the same:  

The equation obtained is 
 

Y =-377.959 + 74.91863X1 + 27.55238X2                                   (2) 
 
Where, 
Y represents net-worth 
X1 represents the time period 
X2 represents Number Of Wins 

 

Interpretation of Regression 2 
Similar to the first regression, the p-value of the intercept, as well as the coefficients of variables 1 and 2, are close to 0. 
This implies that both variables are statistically significant. The adjusted R squared, in this case, is 77% as compared to 
49% in the first case. This is caused by various factors. There are many factors which are impacted by time which change 
the net-worth of the club accordingly. If we take ticket sales and merchandise into consideration, the sales of these usu-
ally increase with time. This increase in sales leads to a direct increase in net-worth. The increasing popularity of Premier 
League can also be a very important factor which explains the change in net worth.  
 
23% of the changes in y still remain unexplained due to various variables like manager value, youth structure, prestige 
value which are explained in the next section. 
 

Tables 6-8: Results of regression 2 

Source: Author’s calculations 
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Difference Between Top 5 Teams And Bottom 5 
Teams With The Same Analysis  
In this section, we attempt to prove that there is a signifi-
cant difference between the 5 bigger teams and the 5 
smaller teams. We divide the 10 teams into 2 parts on the 
basis of their net worth at the end of the first season 
which was 2013-14.  
 
The rank of the clubs in terms of their Net-worth is as 
follows: 

Regression 3  
In the 3rd regression, we are taking the regression in the 
same fashion as the 1st regression. Again, we take net-
worth as the dependent variable and the number of wins 
as the independent variable. The bottom 5 teams are con-
sidered in this case.  
 
The regression results are as follows: 

 
 

Regression 4  
Now we take the regression of the top 5 teams and com-
pare the results:  

Comparison of 3rd and 4th regression: 
In both cases, the p-value of coefficients is less than 5%, 
this implies that the coefficients are statistically efficient. 
When we compare the R square in both cases, we see that 
in the case of the top 5 teams, the R square suddenly falls 
to 20% from 34%. This indicates that there are more fac-
tors influencing the top 5 teams than the bottom 5 teams. 

Table 9: Premier League Clubs ranked according to their net-

worth 

Source: Transfermarkt 

Table 10: Results of Regression 3 

Source: Author’s calculations 

Figure 1: Comparison of the bottom 5 teams in the Premier 

League from 2012-18 

Source: Transfermarkt 

Table 11: Results of Regression 4 

Source: Author’s calculations 

Figure 2: Comparison of the top 5 teams in the Premier 

League from 2012-18 

Source: Transfermarkt 
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This is in line with our objective of proving how other 
variables also have an impact on the net-worth of a club. 
The variables which we discuss in the following section 
are of various types but we can create a distinction be-
tween them. For example, the squad value of the top 
teams adds to the merchandise sales since fans are more 
likely to buy the jerseys of players who are renowned. 
Higher squad value has been a common observation in 
the bigger clubs. Another example could be that of spon-
sorship deals. Bigger clubs are more likely to get huge 
sponsorship deals and the difference is very high if com-
pared to the bottom half of the teams. This variation in 
the R square can be explained by these variables which are 
to be considered thoroughly in the later section. 

This gives us a summary of the differences in R squared 
when we took different dependent and independent vari-
ables. Keeping all these differences in mind, we move on 
to the next section where we discuss the other variables 
affecting net-worth. 
 

9. FACTORS WHICH AFFECT NET 
WORTH APART FROM ON-FIELD PER-
FORMANCE  
 
Prestige  
Prestige of a football club refers to its past achievements, 
fanbase, popularity and ‘reputation’. Prestige acts as a sta-
biliser of the brand value in the sense that if a team has 
one bad year of on-field performance, the prestige of a 
team softens the impact on its brand value because of the 
goodwill that it has built with its supporters and in the 
market, with the shareholders, through better perform-
ances over the past few years. Similarly, prestige will also 
prevent over-shooting up of a team’s brand value on the 
back of only a short spell of success on-field. This can be 
seen in the example of Leicester City who won the Pre-
mier League unexpectedly in 2016. While their net worth 
increased, it was also kept in check by their historical 
achievements and likelihood of such an event to occur 
again.  
 
Prestige is also interlinked with one of the following rea-
sons: player value. For a player in the market who is look-
ing to switch clubs, prestige is of great importance. Pres-
tige, combined with squad potential, can often lead to 
players choosing clubs with worse on-field performance 

in the immediate past over clubs who performed well in 
the immediate past but do not have a bigger reputation.  
 
Two prime examples of this are Paul Pogba’s transfer 
from Juventus to Manchester United, despite the lack of 
Champions League football at Manchester United and 
N’Golo Kante’s transfer from Leicester City to Chelsea, 
despite Leicester winning the Premier League title and 
Chelsea finishing as low as 10th in the table. Player value, 
in turn, affects the net worth and brand value which is 
explored later.  

 
Squad Value  
The cumulative value of the players is a psychological fac-
tor for the investors and the market in general as it repre-
sents the potential of the team to perform and win tro-
phies. If prestige keeps an eye on the past, then the squad 
value keeps an eye on the future and the prospective on-
field performance in the near future. The players are the 
key assets of the club and thus, it becomes necessary to 
host the best possible talent for any club with respect to 
its wage-bill and prestige capacity.  
 
The value of a player doesn’t solely rely on his on-field 
performance but also on age, nationality, position, con-
tracts, media presence, etc. The sale and acquisition of 
players also act as a litmus test for the club’s administra-
tion since it checks whether the best possible players are 
being recruited or not. It acts as a major mood-defining 
factor at the start of the season and majorly affects not 
only the on-field performance but also the morale and 
motivation of the players, fans and this can easily get con-
verted into investor sentiment.  

 

Table 12: Comparing R square of all the regressions 

Note: Adjusted R square has been taken in the second regres-

sion since it has two independent variables as compared to one 

in the rest.  

Source: Author’s calculations 

Figure 3: Factors which affect net worth apart from on-field 

performance  
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Sponsorship Deals  
Sponsorship deals affect football teams the same way they 
would affect any other commercial entity. Being the most 
popular sport in the world has its benefits with big brands 
constantly looking to associate themselves with football 
clubs in an effort to increase their own brand’s visibility. 
In a simple chain, sponsorship deals increase the club’s 
revenue which, in turn, raise the wage bill capacity and 
transfer fee budget. This attracts better players which in-
creases the squad value and ideally, on-field performance 
along with the brand value, net worth, investor sentiment 
and market position. The increase in revenue also reflects 
well in the year-end financial records of the club which 
reinforces trust in the commercial side of the club if not 
the on-field side.  
 
Along with the sponsorship deals, another major factor 
which affects the net worth via its revenue is the televi-
sion broadcasting rights deal. The Premier League has a 
bumper TV rights deal worth more than 5 billion cur-
rently. The impact of this can be seen on-field as well vis-
a-vis the promoted teams who are unable to compete and 
often find themselves immediately relegated the following 
season because they do not have the spending power to 
compete in the premier league which can be largely put 
down to the two previous major TV rights deals.  
 

Manager Value  
Similar to squad and player value, the manager value 
represents on-field optimism which can have a positive 
effect on the brand value of the club. The manager is re-
sponsible not only for the on-field performance but also 
deals with the media on a regular basis and is thus respon-
sible for the image of the club. Managers also often foray 
into the administrative aspects of the club, those which 
they think will help improve on-field performance. There-
fore, a manager is also symbolic of the administrative 
structure of the club which is an important factor from 
the eyes of an investor.  
 
A factor that is interlinked with manager value is squad 
value. Marquee managers attract better players who want 
to work with specific managers. This has a secondary 
positive effect on the brand value since it increases squad 
value and improves the on-field prospects of the club.  
 
A good representation of the importance of manager 
value can be seen in the case of Arsenal, where the club 
was shrouded in a negative blanket towards the end of 
Arsene Wenger’s long reign as the manager. Post his de-
parture, Arsenal’s net worth jumped from 499 million 
dollars to 625.5 million dollars in one year despite a negli-
gible improvement in the on-field performance. In com-
parison, their net worth had increased by a mere 7 million 
dollars in the final year under his management.  

Ticket And Merchandise Sales  
Tickets and Merchandise sales signify the core revenue 
stream of the club. These two specific revenue streams 
have also been chosen because they are a measure of the 
fan sentiment and the public perception of the club. Why 
is it necessary to showcase this aspect? For any commer-
cial organisation, customer satisfaction is one of the prime 
determinants of growth. Fans are the end consumers of 
the football team’s ‘product’ and their level of satisfaction 
is a direct representation of how well they are able to 
achieve their end goals.  
 
While fan sentiment is linked deeply with the trophies 
won and on-field performance, it is also representative of 
the quality of football being played and how well the club 
is run. It is not only a quantitative assessment but also a 
qualitative evaluation by the end consumers. If fans aren’t 
satisfied with the club then they will often not turn up to 
matches as shown by AC Milan fans in recent years and 
they will also ‘protest’ by not purchasing club merchan-
dise as a symbolic gesture of discontentment as taken up 
recently by Arsenal fans.  
 
The revenue aspect of ticket and merchandise sales is por-
trayed well by Tottenham Hotspur, who have recently 
moved into a much larger stadium which boasts the larg-
est retail merchandise store across Europe of any football 
team. Both of these investments have led to a higher ex-
pected revenue resulting in the purchase of Tanguy 
Ndombele and Giovanni lo Celso at high transfer fees. In 
context, Tottenham had not signed a single player in the 
two transfer windows preceding their shift to the new 
stadium.  
 

Youth Structure  
All of the above-mentioned factors look at the club from 
the perspective of the investors, fans, or the general pub-
lic. However, there is one key stakeholder whose opinion 
also needs to be factored in - the players. More specifi-
cally, up and coming players who need to make a decision 
about which club to join. Player value, which positively 
affects the brand value, is highly volatile and can easily 
grow worth several million within a single year. Thus, it 
becomes important for a club to be viewed positively by 
players. More so by fresh talent because if identified at an 
early age, talent acquisition is cheap. However, the more 
renowned a player becomes, the more he will cost. So, 
early talent acquisition and developing players become 
one of the assured ways of increasing squad value and in 
turn, the brand value.  
 
However, the question remains - what makes a club lucra-
tive to youth players? The prestige and current team cer-
tainly factor in as all youngsters want to go and win tro-
phies. A young player will also look at the number and 
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quality of opportunities that he will get at a club for his 
personal growth. Big clubs have a lot of pressure to per-
form well so they cannot always put their trust in the 
youth and therefore, frequently rely on big-money trans-
fers and experienced heads. Thus, several promising play-
ers go to tier-2 or tier-3 clubs at the start of their profes-
sional career and make the step-up to the best clubs later 
in their career when they are more experienced and accus-
tomed to the pressure. This presents a revenue-generating 
opportunity for the smaller clubs who can consider play-
ers as assets which are bought at a low rate and sold when 
their market value is maximum.  
 
Southampton is a classic case of the above. Their acad-
emy is renowned across Europe, producing top-level tal-
ents such as Gareth Bale and Alex Oxlade-Chamberlain 
while also having one of the finest scouting systems. This 
scouting system has led them to make major profits off 
player sales such as Sadio Mane, Virgil van Dijk, and 
Adam Lallana who were bought for a low price and sold 
at a very high rate relatively. Southampton earned a net 
74.13 million euros from 2014-15 till 2017-18 solely 
through the transfer market, showing the shrewdness with 
which they operate.  
 

Owner Profile  
Owners here refer to the majority of stakeholders in the 
football club. The owners of a club aren’t directly in-
volved with the running but they control the financials 
and thus exude control over the players in terms of wage-
bill capacity and transfer fees along with bonuses and 
other incentives. Owner profile also affects the public 
image and maintain healthy relations with fans.  
 
Some owners spend lavishly into the club, often circum-
venting financial rules of regulatory bodies to do so. 
They’re well-loved by their clubs’ fans but loathed by the 
general media such as the Middle-Eastern Sheikh owners 
of Manchester City and Paris Saint-Germain who trans-
formed the clubs from mid-table sides to European pow-
erhouses. On the other hand, there are owners who are in 
it purely for the financial benefits and are loathed by fans 
and media alike. Newcastle United’s Mike Ashley and Ar-
senal’s Stan Kroenke would fall under this category. A 
lack of cordiality between owners and fans casts a nega-
tive cloud over the club and affects the brand value simi-
larly but only when things sour beyond a certain point will 
the owner profile be questioned by the shareholders and 
the market.  
 

10. MANCHESTER UNITED - A CASE 
STUDY  
 
Manchester United is one of the biggest clubs in the 
world. It was established as Newton Heath Football Club 

in 1878, before changing its name to Manchester United 
in 1902 and moving to their current stadium, Old Traf-
ford, in 1910. Historically, United have been the leaders in 
British football, winning a record 20 Premier League ti-
tles, 3 European Cups (champions leagues), 12 FA Cups, 
5 League Cups, and a record 21 Community Shields along 
with one Europa League and FIFA Club World Cup each.  
 
Why has Manchester United been taken up as a case 
study? United’s success has largely come in two distinct 
sustained time periods under two managers - Matt Busby 
and Sir Alex Ferguson. After the first such period under 
Matt Busby, the club lost its position as the biggest club 
of the country. The on-field performance waned, they 
found it hard to attract top-level talent, the quality of 
managers went down, and as a whole, the brand value of 
Manchester United reduced. After Ferguson’s retirement 
in 2013, a similar downturn was expected and while on-
field performance has degraded, the off-field brand value 
has increased at the same pace if not at a higher one. 
Thus, we have chosen Manchester United as our case 
study to explore the reasons as to why their on-field per-
formance hasn’t affected the commercial side of the club 
and how have they have managed to create a sustainable 
brand which can perform even when the core goals of the 
organisation are not being achieved.  

 
Prestige  
In Manchester United’s case, prestige plays an important 
role as it has kept the brand value intact despite a fall in 
the on-field performance post-2013. Manchester United 
has high prestige because of a dominant period from 1990 
onwards in English football wherein they won 13 Premier 
League titles, 2 Champions League victories, and 5 FA 
Cup triumphs till 2013. This ultra-successful period, 
amongst other factors, has ensured that the lack of tro-
phies since has not led to a decrease in the market value 
of the club but prestige can only count for so much and 
the most recent data in 2019 shows that this effect is 
wearing off because of a sustained spell of poor on-field 
performance.  

 
Squad Value  
For Manchester United, the purchase of Paul Pogba and 
Zlatan Ibrahimovic in the summer of 2016 and later Ro-
melu Lukaku in 2017, combined with the appointment of 
marquee manager Jose Mourinho, represented positive 
market activities which are also reflected in an upturn in 
brand value trends from 2017 to 2018 even if the results 
did not improve as much as expected. The following table 
represents the data of net worth and squad value over the 
past few years of Manchester United.  
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Sponsorship Deals  
For Manchester United, sponsorship deals have perhaps 
been the strongest driver of commercial growth in the last 
few years. In 2018, Manchester United earned 269 million 
euros in sponsorship deals, the highest in the world with 
Barcelona being the only other team which earned more 
than 200 million euros. United has a very organised  
structure, with sponsors being divided into four groups - 
Global, Regional, Financial, and Media. They had a whop-
ping 68 in 2018, with partner titles ranging from shirt 
sponsors to pillow partners. Despite gaining much flak 
for how he has handled the football side of affairs, Ed 
Woodward, the CEO of Manchester United FC, has un-
doubtedly completely exploited the brand that is Man-
chester United to increase the revenue inflow from off-
field sources.  

 
Manager Value  
The manager value was perhaps most pungently felt by 
Manchester United after 2013 when Sir Alex Ferguson 
retired and was replaced by David Moyes. The departure 

of Ferguson did not only lead to poor off-field perform-
ance but also led to negative changes in the administrative 
performance of the club and falls in player value. Further, 
Ferguson’s successor Moyes, who wasn’t a marquee man-
ager, found it hard to attract with only two signings to his 
name in two transfer windows. Thus, the net worth fell 
after his year in charge. Moyes’ successor Louis van Gaal, 
an experienced and successful manager, was able to at-
tract better talent in the form of Angel di Maria and 
Memphis Depay amongst others but the on-field per-
formance barely improved and he too was sacked after 
two years at the helm. Post his departure, he has revealed 
about his clashes with the administration and the lack of 
support which highlights the lack of organisational disci-
pline within the club. The significance of manager value 
can be observed at the time of the hiring of Jose Mour-
inho, one of the most successful managers of all time and 
an enigmatic character, who attracted the most sought 
after players such as Paul Pogba, Zlatan Ibrahimovic, Ro-
melu Lukaku, and Fred to the club.  

 
The appointment of Jose Mourinho along with the sign-
ings of the above-mentioned players led to an increase in 
the net worth and is reflected in the share value which 
peaked under his tenure. His sacking in late 2018, pre-
ceded by a tumultuous relationship with the club admini-
stration, portrayed the club in a negative light in the me-
dia. Rumours regarding a change of ownership sur-
rounded the club at the time. Thus, the case of Manches-
ter United truly shows the importance of the manager on 
the off-field image and market position of the club.  

 
Ticket And Merchandise Sales  
Manchester United’s ticket and merchandise sales have 
been constantly high and are growing at a rapid rate. This 
is largely due to the global reach of the club and the sheer 
amount of fans that the club has. The fanbase has been 
supportive of the team even when the performance has 
been poor and this has supported the club’s off-field 
growth.  

 
Youth Structure  
Manchester United’s youth structure has been a strong 
characteristic of the club historically. It has been one of 
the few bright spots even in their recent troubles. Promis-
ing talent often prefers United because there is a culture 
of giving youngsters a chance. Manchester United have 
had an academy graduate in their matchday squad for 
3,990 consecutive matches, a streak which goes back over 
80 years. The culture continues with 11 academy gradu-
ates already being used in the 2019-20 season in 15 
matches. Thus, Manchester United stays as an attractive 
place for players which has a positive effect on the brand 
value.  
 

Table 13: Comparison of net-worth and squad value of Man-

chester United 

Note: Correlation calculated between squad value and net-

worth is 0.894092  

Figure 4: Squad value and net-worth of Manchester United 

over time 

Source: Transfermarkt 
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Owner Value  
The majority stakeholders in Manchester United are the 
Glazers, an American family of businessmen who owned 
sporting teams in the USA before diverging into Euro-
pean football. The Glazers aren’t popular with United’s 
fan base because they have led the club into debt worth 
over 200 million pounds, having received it debt-free. 
Further, fans raise questions over their devotion to the 
club and abilities of running it efficiently because of a lack 
of sporting director in the boardroom which is a common 
practice in top clubs. The effect of this has been cancelled 
out by the factors mentioned above and thus, has not had 
a negative impact on the market value of the club.  
 

11. CONCLUSION  
 
From the data analysis we can see that a P-value of close 
to 0 signifies that the number of wins in a season is rele-
vant to a club’s net worth. However, the R-squared value 
shows that the number of wins can only explain 49% of 
the increase in net worth. This, however, increases to al-
most 80% when time is factored in. This happens because 
several of the factors that we explore in the paper such as 
squad value, sponsorship deals, etc tend to increase with 
time and thus, help in explaining the increase in net worth 
along with the number of wins. However, 20% of the net 
worth increase still remains unexplained after factoring in 
time. Here, we can see the importance of non-quantifiable 
factors such as prestige, youth structure, manager value, 
etc which can help explain the remaining portion of net 
worth changes.  
 
The case study of Manchester United reinforces the find-
ings, showcasing that the extent of the impact of the on-
field performance on the net worth of the club can be 
minimised if the commercial side is run well. Blockbuster 
sponsorship deals, eye-watering player transfers, and a 
very high prestige value are key factors in explaining why 
the Manchester United brand has continued to grow post-
2013 when their results started declining. Within the case 
study, a small correlation between the squad value and net 
worth exhibits how important the players are to a club’s 
net worth with a very high correlation of 0.89 
(approximately) between the two variables.  
 
In conclusion, we can say that the hypothesis has been 
verified and that the findings of the research paper show 
that other factors limit the impact of on-field perform-
ance on the net worth of a football club.  

What can we infer from the results highlighted above? 
For starters, cultural context can be given to these results 
by evaluating them with respect to the Indian football 
scenario. Indian clubs do not devote sufficient time and 
resources to build their prestige, fanbase, and youth struc-
ture which all contribute to the club’s brand value. Clubs 
like Manchester United spend lavishly to make sure that 
their fans are never dissatisfied with the off-field struc-
ture. For example, when Manchester United played FC 
Rostov away in Russia in 2017 in the Europa League, the 
club bore the visa fees of all travelling fans of almost 120 
pounds per fan to make sure that the fans found it finan-
cially feasible to support the club. Indian club owners are 
often criticised for being overly money-oriented. They 
also often lose sight of the end goal of the development 
of the game.  
 
This brings us to the second implication - the rapid com-
mercialisation of the sport can lead to a change in the pri-
orities of the club’s administration. This effect can be 
seen very clearly in the case of Manchester United where, 
one of the biggest clubs in the world is struggling to com-
pete at the highest level. This is in part due to the lacka-
daisical approach of the club administration which has 
seen that it can exploit the brand commercially even with-
out the on-field results. This has been criticised by former 
manager Louis van Gaal along with several former players 
like Ander Herrera, Gary Neville, etc., who have been 
deeply involved with the club and have genuine insider 
knowledge. Thus, a question arises over where the sport is 
headed and whether this commodification will help it or 
not.  
 
Another question that arises after this paper is whether 
this commercialisation and astronomical numbers are de-
served or not? Is the football industry turning into an-
other bubble which might burst at any point? Take, for 
example, the transfer of Neymar from Barcelona to PSG 
for a whopping 220 million euros. The question of alloca-
tion of resources arises here. To give context, ISRO’s 
Chandrayaan-2 mission cost approximately 125 million 
euros. Surely, a footballer doesn’t justify that price tag. 
 
One thing is for sure that the football market will con-
tinue to grow in the coming years, especially in India 
given the scope for expansion. It is to be seen whether 
Indian clubs will be able to capture the market or will the 
march of European clubs squash the budding Indian 
football industry.   
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1. INTRODUCTION 
 
According to Business Line, Care work and care economy 
is a system of activities in relationships involved in meet-
ing the physical, emotional, and psychological aspects of 
care. Care work can be direct or indirect, paid or unpaid, 
short term or long term. This kind of work is not re-
stricted to any particular field as well. Paid work like nan-
nies for small children and housemaids etc. or caretaker 
of disabled people and the elderly come under long term 
as well as short term work and is dominated by the female 
population. 
 
On the other hand, unpaid care work consists of work 
done by an individual relating to the care of other indi-
viduals, which in no way is accounted for and they are 
definitely not paid for it. This kind of work is mostly seen 
to be done in the households, and again, is predominantly 
done by the women in the households. 
 
Even outside the house, in the agriculture sector or labour
-intensive areas, significant work is done by a woman 
which is not accounted for and they don’t get any pay-
ment for it. A stark difference is noted here, between the 
jobs done by men in similar fields as women outside the 
household, for which they are paid. Moreover, that job is 
considered to be work. It should be noted that globally, 
women do 3.2 times more unpaid work than men. 
 

2. HISTORY OF UNPAID WORK 
 
All over the world, after economists James Meade and 
Richard Stone came up with national income accounting 
which later came to be known as a country’s Gross Do-
mestic Product (GDP), a problem was discovered in this 
system as it did not include the economic value of prepar-
ing and cooking food, collecting firewood, cleaning the 
household, taking care of children, etc. This was pointed 
out at the time by a woman named Phyllis Deane, hired 
by Meade and Stone themselves. This was mainly because 
all these jobs were commonly viewed as women’s work.  
 
Nearly 80 years later, we have still chosen to not include 
these activities in our National Income Accounts. Various 

South Asian and African nations where women do a lot 
of work in the fields and their houses do not get proper 
representation for their work.  
 

3. INDIA 
 
India has a large labour force consisting of both men and 
women. Apart from being in the paid labour force, a very 
large number of these women are not represented for the 
work that they do, as mentioned earlier. These women 
work in the household for a major portion of their day 
and are not acknowledged for the same. 

This is the case for both working and non-working 
women. A study conducted by A. Sengupta for both rural 
and urban households in a district of West Bengal shows 
how the unpaid labour hours for women exceeds that of 
men by a large number. The female unpaid work hours 
for both rural and urban are very high as compared to 
their male counterparts. This shows how education, as 
well as employment, do not play a definitive role in the 
portion of unpaid work done by women in a household. 
 

Author’s email address: ridhitripathi14@gmail.com 

Figure 1: Unpaid work per day done by women in comparison 

to men 

Source: Organisation for Economic Co-operation and        

Development (OECD) 
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The major reason behind this would be the increasing 
gender inequality and deep-rooted patriarchal system of 
our society. It is believed that men are not supposed to 
contribute to the household work as they are the primary 
breadwinners. Despite the importance of a woman’s role 
in household work, she is not considered to be working. 
This leads to a fall in productivity of women as well. Their 
economic development is not taken into consideration, 
and they remain unrepresented. 
 
According to ILO, women do four times more unpaid 
care work than men in Asia. In India, men only perform 
31 minutes of unpaid care work, amongst the lowest in 
the world. 
 

4. COMPARISON: THEN AND NOW 
 
In 1998-99, when the first and only Time-use Survey until 
now was conducted for India, the ratio of female to male 
unpaid work hours was 17.78. Average hours spent by 
women on total work is 69.03 hours, and that of men is 
62.71 hours per week. 

Women's unpaid work hours including all household 
work and care activities of children and the elderly added 
up to 33.43 hours a week. And the same for men was 
merely 1.88 hours. This shows the vast disparity between 
men and women during the time. Even with the advance-
ment of our economy in the many years after this, the 
situation has not improved much. Men are still not shar-
ing the burden of this unpaid work with women. Women 
continue to work more than men, due to the additional 
unpaid work which is so much more than the paid as well 
as the unpaid work done by men. As shown above, the 
female to male ratio for unpaid work hours in 2014 is 
9.83. Per 100 hours of unpaid work done by men, women 
do 980 hours of unpaid work. Furthermore, the average 
hours worked by women at home in both rural and urban 
households according to the research of a particular area, 
that is a district in West Bengal, in 2016, according to the 
survey done by A. Sengupta, give us a glimpse into how 

this inequality still persists. It also shows that educational 
qualifications do not affect the number of hours spent 
doing unpaid work by women. The difference is minimal. 
This comparison brings to light that the decline in female 
work hours in unpaid work is not as much as it should 
have been in the last sixteen years. The position of 
women has not changed much since then in our country. 
 

5. UNPAID WORK AND GDP 
 
The amount of unpaid work done by women is so much 
that a parallel cannot be drawn between it and the same 
work done by men. But the huge amount of hours that 
have been given by the women in the country can help 
our economy develop in a better way than before. This is 
because almost a major part of the unpaid labour force 
makes up women and these women also make up an im-
portant part of the county as well as the economy. In re-
cent times, the importance of care work has increased. It 
is expected that by 2030, 2.3 billion people would need 
care work in the world. At this rate, we need to start in-
vesting more in the care economy and since it already is a 
major portion of the labour force, it will boost our eco-
nomic development.. The value of unpaid work globally is 
9% of the global GDP. It becomes all the more important 
for us to divert our focus on these labour hours. Coun-
tries will soon have to invest more in this sector, this 
shows how important a role it plays, and the fact that it 
has been ignored for too long. 
 

6. A STEP TOWARDS CHANGE: URUGUAY 
 
In Uruguay, South America, the government came up 
with its Care Act in 2016. It has been stated as a model 
for care work in the future, according to ILO news. The 
UN Women and UNFPA conducted surveys in the coun-
try which showed the difference between men and 
women’s share of paid and unpaid work in a week. It 
showed how only one-third of the week is given to paid 
work by women and two-third of it to unpaid work. 
 
The main aim for this was to promote childcare and help 
the elderly, via which more women can be entered into 
the labour market. An in-depth analysis of this inclusion 
led to a conclusion that this may lead to the betterment of 
those who are already better off, but in turn, it also pre-
vents the middle class to opt out of the public services. 
Moreover, a lot of unemployed women could start work-
ing in a manner comfortable to them. This has helped in 
creating new services in the care sector. 
 
The rise of care services and the loss of work hours of 
women propelled this change in the care sector. Women 
have been given a chance to work in the care sector with 
paid jobs and this can lead to a better chance for them to 

Figure 2: Female to male ratio of unpaid care work hours 

Source: Data by OECD and National TUS Survey 
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support their living and give themselves representation. 
 
Similarly, in Costa Rica, an integrated care system in their 
healthcare sector is present. 
 

7. CONCLUSION 
 
In the coming years, an investment in the GDP of our 
economy by 2 per cent of our GDP could create 11 mil-
lion jobs and 32.5 per cent of these jobs would be done 
by women, as mentioned in a report by International 
Trade Union Confederation, 2019. Such large implications 
to our economy should not be ignored for long. The gov-
ernment of India is working towards this aim as well, with 
a planned Time-use survey in 2019, with its first report 
coming out in May-June, 2020. This would give us a 
plethora of information and updates on the condition of 
paid and unpaid labour in the country. 

The demand for care work in the world is going to surge 
by 2030 and the world could soon face a care crisis. This 
calls for a more active response by countries, like Uru-
guay, which has already taken steps to facilitate the 
growth of the care economy and reduce the unpaid labour 
hours of women. 
 
Adding unpaid labour hours spent by women in the GDP 
of our country would not only give them representation 
in the economy but also bridge the gap between males 
and females in work disparity. It would lead to an ad-
vancement of women’s economic as well as social stand-
ing. It would also result in a change in the societal per-
spective of women. Men would be encouraged to help in 
household work, and this would allow more women to 
invest in their development, thus strengthening the public 
policy of a county. 
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Abstract 

The aim of this paper is to describe a static and dual economic model which is also open. We at-

tempt to explain the nature of sectoral inter-linkage in a dual economy in light of globalisation 

and liberalisation and put forward a simple framework which discusses the  agricultural-

industrial inter-linkage in an open economy. We have considered the situation where industrial 

production is demand driven and food prices adjust to clear the market. The main objective of the 

paper is to show that better performance of the agricultural sector has a strong positive effect in 

generating growth and employment in the industrial sector. 
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1. INTRODUCTION 
 

I ndia is predominantly an agrarian economy because of 
high share of agriculture in employment and livelihood 

creation. The agricultural sector accounts for nearly 50% 
of the employment opportunities and 1/3rd of the GDP in 
the Indian Economy. Empirical evidence confirms the 
existence of strong inter-linkages between the agricultural 
sector and all the other sectors including the industrial 
sector. The linkages have been extensively investigated in 
development literature. In early analyses agriculture was 
assumed to play the role of providing raw materials, food 
and labour for the development of the industrial sector. 
In subsequent analyses, inter-sectoral linkages both from 
the demand and supply side have gained prominence.  
 
After the green revolution bumper production of some 
crops occurred mainly due to hybrid seeds, fertilisers, ma-
chinery etc. The positive impact of the new agricultural 
strategy ran in terms of converting India to a net exporter 
of food through higher food production from a net im-
porter of food grain primarily due to higher agricultural 
productivity per hectare. After the reforms of 1991 and 
the WTO provisions, the agricultural sector was opened 
due to trade liberalisation. Thus due to gradual export 

orientation, our agricultural goods started finding markets 
abroad. Data shows that the share of agriculture and allied 
goods account for one-fifth of the total export earnings in 
India. The industrial sector, however, is import-dependent 
in India. The greater availability of foreign exchange 
through agricultural export has helped in the import of 
machinery. This has stimulated the industrial production 
and increased employment opportunity in the industrial 
sector. More employment has led to poverty reduction 
and improvement in the social sector (health and educa-
tion)  and has also reduced regional and other disparities. 
 
Hence keeping in mind the present scenario, in light of 
Globalisation Reforms of 1991, we consider a labour sur-
plus economy similar to Rakshit (1982) and augment it 
with an open economy approach.   In this model, we will 
explain the working of the agricultural sector in shaping 
macroeconomic development in developing countries. 
There is no gainsaying that openness, agricultural export 
and industrial employment are highly interconnected. The 
dual economic model constructed in the paper may be 
applicable to a large class of emerging economies. The 
agricultural output is not only used for domestic pur-
poses, but the surplus is also exported. The agricultural 
sector is characterised by flexible prices and market-
clearing wage rate. On the other hand, the industrial sec-

* Corresponding author’s email address: abhigayan1999@gmail.com  
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tor is demand-driven. 
 
The paper can be categorised in the following sections. 
Section II deals with literature review, Section III explains 
the working of the model, Section IV discusses the com-
parative statics and section V serves as a conclusion and 
provides a detailed summary of the findings. 
 

2. LITERATURE REVIEW 
 
The emphasis on analysing prioritised sectors and study-
ing the interlinkages across sectors rather than studying 
them in isolation has assumed significance from Hirsch-
man’s Theory of ‘Unbalanced Growth’. The theory pri-
marily states that the sectors with the maximum linkages 
can stimulate a rapid growth of production, employment 
and income. Economists have now realised that the study 
of these interlinkages in an economy can serve as a major 
guideline for framing relevant policies for accelerating the 
process of growth and development. 
 
In developing countries like India, the symbiotic relation-
ship and mutual interdependence between the agricultural 
and the industrial sectors can be considered as a driving 
force for the process of development. There exist several 
works of literature on the topic of sectoral inter-linkages 
between the agricultural and the industrial sectors. They 
often emphasise on how strong sectoral inter-linkages 
ultimately prove to be beneficial for both the sectors as 
good performance in one sector causes better perform-
ance in the other. 
 
Dilip Saikia (2011) says that even though India has seen 
exponential growth in the service sector and the contribu-
tion of the agricultural sector towards the Gross Domes-
tic Output has seen a fall in the past decades, it need not 
necessarily imply that the sector has no meaningful impli-
cation for India’s economic growth and industrialisation. 
Even now, the agriculture sector accounts for approxi-
mately one-fifth of national income and supports more 
than 52% of the population in the country. Though the 

“agriculture-industry‟ linkage has been deteriorating over 
the years, it still plays an important role in determining the 
overall growth of the economy. 
 
Jorn Rattso and Ragnar Torvik (2003) gave the example 
of how Sub-Saharan Africa adopted a policy of heavy 
taxation on agriculture and used it to boost industrialisa-
tion. However, this policy fell flat on its face as the much-
promised industrialisation did not take place and both 
sectors suffered; further affirming our belief that a strong 
agricultural sector is essential for better performance of 
the industrial sector. 
 
Agriculture and industry are integral components of the 

development process due to their mutual interdependence 
and symbiotic relationship. The contribution of agricul-
ture in general, and industry, in particular, is well known 
in almost all developing countries. This interdependence 
may vary over time. According to empirical literature this 
inter-relationship has been discussed from various chan-
nels. This linkage becomes stronger as the technology of 
agricultural production improves. Rangarajan (1982) men-
tions that the linkage will be weakened if the agricultural 
inputs used in industries are exported from abroad instead 
of being domestically processed. An upsurge of produc-
tion in the agricultural sector improves government sav-
ings which may be reflected in higher public investment 
boosting the production in the capital goods industries. 
Ahluwalia (1986) and Rangarajan (1982) also describe 
how the fluctuations in agricultural production may affect 
profitability due to the impact of the terms of trade. 
These linkages present the potential capacity of each sec-
tor to stimulate other sectors. Rangarajan (1982) also 
found that a 1 per cent growth in agricultural production 
can bring about a 0.5 per cent increase in industrial pro-
duction. 
 
Satyasai and Baidyanathan (1997) reflects on the close 
relationship between the agricultural and industrial sector 
due to the agro-based industrial structure. They found 
that the output elasticity of industry with respect to the 
output of the agricultural sector during 1950-51 to 1965-
66 was 0.13. According to Rangarajan (1982), Bhatta-
charya and Rao (1986) describe the cause of deteriorating 
linkages between agriculture and industry is the decline in 
demand for agricultural product coupled with a dwindling 
share of agro-based industries and slow growth in em-
ployment. Sastry et al (2003), Chowdhury and Chowdhury 
(1995) found an increase in the backward production link-
ages between these two sectors and a decline in the for-
ward production linkage. They also found a significant 
impact of agricultural output on industrial output and the 
fact that the industry’s demand linkage to agriculture has 
increased. 
 
Ahluwalia (1985) argued that it was poor infrastructure 
and poor productivity performances during the mid-
sixties and not the wage good constraint that acted as sup-
ply constraints to the industrial growth. 
 
Although we have referred to the papers above, our 
model is independent of the aforementioned papers. We 
have drawn references from these papers only, our model 
uses other mechanisms and arrives at a different conclu-
sion about the role played by sectoral inter-linkages and 
how Globalisation affects the agricultural sector. 
 
The Lewisian “two-sector” growth model emphasised on 
the crucial role of capitalist surplus in the development 
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process. His model suggested how cheap surplus labour 
speeds up capital accumulation and leads to high produc-
tive growth in the modern sector. Lewis (1954) largely 
stressed on the quantitative growth in the savings rate and 
income distribution in favour of the saving class. Fei and 
Ranis (1961) stressed on the ‘balanced-agricultural-
industrial growth’ path as a successful development strat-
egy. Kuznets (1968) revealed that technological advance-
ment can bring about improvement in agricultural as well 
as industrial production. He stressed on how agricultural 
productivity was an indispensable base of growth. 
 
Thus, the theoretical literature has broadly highlighted 
‘agriculture-industry’ linkages and the contribution of agri-
culture, non-agriculture and the industrial sector in aug-
menting output and employment growth. At this juncture, 
it is important to note that although we have drawn inspi-
rations from the aforementioned papers, the model pre-
sented in the following section has been developed inde-
pendently of the sources mentioned above. 
 

3. THE MODEL 
 

3.1. Assumptions 
i. The economy has a given labour force. There is no mo-

bility of labour between the agricultural and industrial 
sectors due to differences in skill requirements. 

 
ii. The agricultural sector uses fertilisers distributed by the 

Government at an administered price. 
 
iii. Labour Supply is perfectly inelastic in the agricultural 

sector (fixed at      ) 
 
iv. The Agricultural Sector produces one output i.e. food, 

which is sold in both the domestic and international 
markets. We assume a fixed exchange rate in this model. 

 
v. The industrial output is demand determined. So, we 

consider a perfectly elastic aggregate supply curve. 
 
vi. While the wage rate in the agricultural sector is market-

clearing, wage in the industrial sector is partially indexed 
to the food price due to the existence of trade unions. 

 
 vii. The price of the industrial output follows the Kal-

eckian markup technique. 
 
We define the following symbols to be used in the repre-
sentation of our model 
 

X = Output of the agricultural sector 

Y = Output of the industrial sector 

     =      = Labour employed in the agricultural sector 

     = Food price 

R = The amount of fertiliser supplied 

T = Land acquired for agricultural purposes 

λ = Productivity of land 

     = The government administered price of fertiliser 

     = The rental cost of land 

    = Nominal wage of labour employed in the agricul-

tural sector 

P* = Price of foreign goods in foreign currency 

e =    = Nominal exchange rate which is assumed to be 

fixed 

   = Minimum procurement price 

    = Government expenditure on agricultural product 

    = Government expenditure on industrial product 

    = Marginal propensity to consume of the capitalist 

        = Price in the industrial sector 

k = Kaleckian mark-up 

     = Labour employed in the industrial sector 

β = Proportion of wage income spend on consumption 

of food by workers of both the sectors 

    = Nominal wage received by the workers in industrial 

sector 

A = Fixed expenditure on industrial goods by landlords 

Ι = Investment Expenditure (considered to be autono-

mous) 

            Labour coefficient in the industrial sector 

(assumed to be fixed) 

Z = Lump sum tax collected by the government (levied 

on the industrial sector) 

γI = Investment expenditure on domestically produced 

capital goods 

     = Input coefficient of the intermediate good (assumed 

to be fixed) 

    = Price of the intermediate input in foreign currency  

 

3.2. The Agricultural Sector 
As we have already mentioned that our economy has a 
dualistic nature, we begin our discussion with the agricul-
tural sector. 
 
The agricultural sector produces a single output (say food) 
which is sold both in the domestic markets and the for-
eign markets. We consider the key determinants of agri-
cultural production to be labour, fertiliser and land. The 
food price    is market-clearing. Accordingly, we define 
our production function as- 
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All the factors of production exhibit diminishing returns 
to factor proportions and thus, we have, 

Profits of the landlords can be given as: 

The optimisation conditions are as follows- 

Factor Markets: 
The labour market in the agricultural sector is perfectly 
competitive. Labour supply is perfectly inelastic at    =    . 
Since the labour market is perfectly competitive, the La-
bour demand curve (   ) is given by       . Thus, we can 
write, 

Now we have the following figure:  

The equilibrium wage obtained is            which is market-
clearing. 
 
Equilibrium in the Agricultural Sector: 
We measure the market demand for food in terms of 
food units. Now the demand for food comes from four 
sources, demand from agricultural and industrial workers 

who spend a fixed proportion of their income (β) on con-
sumption of food and lastly, the amount of food exported  

which is a function of real exchange rate (     ). Here P* 

is the price of the foreign good in foreign currency and is 
assumed to be fixed. The government also demands an 
amount     at a price   . 

Or, 

Which is the food market equilibrium condition. 
 
The agricultural output is already determined, given the 
labour supply. Thus, from equation (vi) we determine the 
equilibrium food price, such that 

Thus, primarily we observe that if industrial output (Y) 
rises, then the consumption demand of the industrial 
workers goes up, as a result of which the food price will 
also rise. Hence, we have 

Further, as the supply of food increases, prices fall, hence 
we get 

As the wage of the workers rise, demand for X also rises 
and hence, food price rises. 

Lastly as government expenditure on agricultural goods 
increases, food price rises. 

3.3. Industrial Sector 
The industrial sector is said to be demand determined. 
Thus, the Aggregate Supply curve is perfectly elastic in the 
Industrial sector. 
 
There are two factors of production namely labour (   ) 
and an intermediate input (In) that is imported from the 
foreign market. 
 
Here, we have abstracted from the real world in the sense 
that we have considered only two factors of production. 
This simplified assumption enables us to avoid algebraic 
complexities without affecting the economic logic of the 

Figure 1 
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scenario. 
 
The nominal wage of the industrial workers is partially 
indexed to food price 

Price of the industrial output follows the Kaleckian 
markup pricing formula. 

Or 

Where k > 1 reflects the oligopolistic structure of the in-
dustrial sector. 
 
Here,  
 
Further, we also note that, 

This clearly indicates that an increase in food price raises 
the wages of the industrial workers less than proportion-
ately. 
 
The demand for the industrial output also accrues to capi-
talist’s consumption of output (here we relaxed the stan-
dard assumption that all profits are saved by the capital-
ists), the demand of industrial goods by the landlords. 
Here we explicitly assume that the landlords have a fixed 
nominal expenditure (A) on the industrial good. A pro-
portion of the investment expenditure (γI, where 0<γ<1) 
is on domestically produced industrial goods and the re-
maining [(1-γ)I] is on foreign capital goods. Thus, the in-
dustrial profit net of tax is given by- 

The aggregate demand for the industrial good is given as: 

Where                     is the MPC of the capitalists 
 
Here,  
 
 
Equilibrium In The Industrial Sector: 
Since the industrial output is demand determined we 
have,  
 

Hence,  

Or, 

We have the equilibrium value of the industrial output as: 

Where,  
 
And  
 
Therefore, the equilibrium output can be expressed as:  

We now try to explain the partial effect of each variable 
on industrial output. If food price increases then the wage 
of industrial workers increases due to wage indexation, 
hence the capitalist consumption of industrial goods falls, 
the demand for industrial output falls too.  
 
We now try to explain the partial effect of each variable 
on industrial output. If food price increases then the wage 
of industrial workers increases due to wage indexation, 
hence the capitalist consumption of industrial goods falls, 
the demand for industrial output falls too. 

An increase in industrial price would result in reduced 
demand for industrial output. 

An increase in the wage bill of industrial workers leads to 
a decrease in capitalist consumption, hence the demand 
for industrial output decreases due to an increase in the 
wage rate. 

An increase in investment demand would raise the indus-
trial output. Further, an increase in Government expendi-
ture leads to an increase in demand in the industrial sec-
tor.   
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Further if the price of the imported intermediate input 
increases then the cost of production increases and corre-
spondingly the profit of the capitalists fall and hence the 
demand for the industrial output falls. 

 

3.4. Equilibrium In The Economy: 
The four endogenous variables that we aim to determine 
simultaneously in this model are                   . These can 
be obtained from equations (vi), (viii), (ix) and (xii) re-
spectively. 
 
Logically, it can be explained as Y rises, we observe an 
increase in labour employment and imported intermediate 
inputs in the industrial sector. Hence the workers’ con-
sumption of food increases and the food prices    in-
creases. Thus, we get a positively sloped locus FF be-
tween      and Y representing the food market equilibrium. 
Solving equation (vi) for food price for each output level 
of the industrial sector will also generate the same. 
 
Solving equation (xii) for industrial output level for each 
level of food price will generate a negatively sloping locus 
YY. By virtue of intuition, we observe as the price of the 
agricultural output increases, due to partial indexation, the 
wages of the workers of the industrial sector will also in-
crease. As a result, the profit of the capitalists will fall and 
since the capitalists actually spend a portion of their prof-
its in consumption of the output, the demand for the in-
dustrial output falls and this generates the negatively 
sloped YY curve. 
 
The fall in profit of the capitalists is evident as shown be-
low: 
 
 
Replacing the values of equations, we get,  

Now,  
 

Now we have  

Where,  
 

Thus,  
 
Finally, we draw the two loci and obtain the equilibrium 
values of          as shown in Fig 2 below. 

FF and YY curve are shown together in the above figure. 
From equilibrium E* we obtain the values of      and Y* 
which clears both the food market and industrial output 
market simultaneously. By plugging the values of     in 
equation (viii) we get     and by plugging that in equation 
(ix), we get       (since     is determined earlier). 
 

3.5. Balance of Payments: 
To maintain the balance of trade the net exports must be 
equal to the net imports. In domestic currency export is  

given by             where     is the food price and X rep- 

resents the exportable agricultural commodity. The right-
hand side of the equation gives the volume of import de-
manded which includes import of the intermediate good. 
    is the price of the foreign good in foreign currency and  
1-λ is the proportion of investment expenditure on for-
eign capital good.    is the price of the intermediate good 
and a is the coefficient of intermediate import. 

The above equation will be stable if it satisfies the Mar-
shall-Lerner’s condition that the sum of absolute import 
and export elasticity should be greater than 1. If food 
price falls the export of agricultural good must rise more 
than proportionally, therefore, we find a rise in the vol-
ume of exports. To maintain the balance of payment equi-

Figure 2 
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librium Y must also rise. We get an inverse relation be-
tween industrial output and food price, that is if the price 
of the agricultural output falls there is an expansion in the 
industrial sector. This relation is graphically represented 
by the BB curve which is negatively sloped.  

The above shows the point where the exporting sector 
and the foreign exchange market clears.  
 

4. COMPARATIVE STATICS 
 
In this section, we perform comparative static exercises to 
explain how the expansion of the agricultural sector, fiscal 
expansion and an increase in autonomous imports affects 
our dual economic model. 
 

4.1. Expansion Of Agricultural Output: 
We assume that food supply has increased in the agricul-
tural sector through technological progress. The increased 
production of food causes food prices to fall which brings 
the food market to equilibrium. As a result, the FF curve 
shifts downwards. 
 
As food prices fall, due to partial wage indexation of the 
industrial workers, the nominal wage of the industrial 
workforce falls less than proportionately (as discussed 
earlier), as a result of which the demand for capitalist con-
sumption of the industrial output increases which results 
in an expansion of industrial output and the food price 
falls. However, it should be noted that the industrial out-
put increases by a lesser amount as compared to a fall in 
the price of the agricultural output due to a less than pro-
portionate fall in the wages of the industrial workers. 
 
In Fig 4, E2 corresponds to the new equilibrium denoting 
lower food prices and higher industrial output.  
 
We have assumed that the factors of production in the 
agricultural sector are complements, hence an increase in 
the productivity of the land causes the         curve to shift 
outwards as shown in Fig 5. As a result, there is an in-
crease in the real wage rate of agricultural workers. Thus, 

we can unambiguously conclude that agricultural workers 
are better off. We have already seen that 

This clearly implies that the real wage of the industrial  

workers          falls. 

4.2. Fiscal Expansion 
 
Case 1 
We first assume the case that Government imposes sol-

vency constraint                 (FRBM Act) is binding on the 
government. Here           are in terms of the industrial 
output. An increase in     will lead to a decrease in     , 
where   is government spending on agricultural output 
and     is government spending on industrial output. At 
the initial equilibrium food price, an increase in    results 
in an increase in demand for food and the price of food 
rises which causes a shift of the FF curve towards the left. 
Given solvency constraint    falls which results in a shift 
of YY curve towards the left. In this diagram, E1 and E2 
are our initial and final equilibria respectively. 
 
It is worth mentioning that although our model implies 
industrial contraction, the effect on food price remains 

Figure 3 

Figure 4 

Figure 5 
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ambiguous. This is because industrial contraction reduces 
employment which in turn reduces the demand for food. 
Hence, food prices would not increase as much as it 
would have risen for a given industrial production. Fig 6.1 
and Fig 6.2 below portrays the two possible cases.  

Here, we obtain interesting implications for the workers. 
Given an increase in    the demand for the agricultural 
output increases which in turn increases the demand for 
labour and thereby leading to an increase in the real wages 
of the agricultural workers. However, as the effect on 
food price remains ambiguous, the implications for the 
real wage of the industrial workers also remains ambigu-
ous.  
 
If the net effect is an increase in the food price, then as it 
is already mentioned     changes more than proportion- 

ately than    and thus      falls. If the reverse occurs, i.e,  

the net effect is an increase in the food price in         rises 

and the industrial workers are better off. 

 
Case 2: 

We now take the opposite case where a rise in G2 is ac-

companied by a fall in G1. The rise in G2 shifts the YY 

curve towards the right, a fall in G1 shifts the FF curve 
downwards. Hence our model analyses a possibility of an 

increase in Y, however, the effect on food price remains 
ambiguous. Given industrial expansion, there is higher 
employment which fuels a rise in the demand for 
food. Naturally, food prices will not fall as much as it 
would for a given industrial output. But the ambiguity still 
remains. Fig 7.1 and Fig 7.2 shows the two possible cases. 

Here, as the ambiguity with respect to the effect on food 
price is still prevalent and we have considered the case 
exactly opposite to Case I, the implications for the welfare 
of the agricultural and the industrial workers would just 
be the reverse of that presented in Case I. 
 
Case 3: 
If we relax the solvency constraint of the Government, an 

increase in G2 need not be followed by a fall in G1  or vice 
versa. Hence, we get a new set of economic implications. 
 

As food price PX increases, industrial production falls due 
to the partial wage indexation in the industrial sector, 
higher food prices lead to higher wages, and hence capi-
talist consumption falls resulting in industrial Stagnation. 
 
Hence in Fig 8, our new equilibrium E2 corresponds to 
both increase in food price and fall in industrial output. 
 
 

Figure 6.1 

Figure 6.2 

Figure 7.1 

Figure 7.2 
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Case IV: 
Lastly, we consider a balanced budget fiscal expansion, 
which implies that an increase in Government expendi-

ture is accompanied by a rise in taxes (Z), in such a way 
that the initial budgetary position remains unchanged. The 
taxes reduce the profits of the capitalists as they are the 
only taxpayers. However, since the capitalists actually 
spend a fraction of their profit on industrial output, the 

rise in G2 outweighs the fall in capitalist consumption, ulti-
mately leading to a rise in industrial output as evident 
from Fig 9. 

4.3. Increase In Imports: 
We have already assumed that a proportion of the invest-
ment expenditure is on domestically produced capital 
goods. As a result of import penetration due to globalisa-

tion, γI falls which in turn raises (1-γ)I. The resultant ef-
fect is the leftward shift of the YY curve denoting a fall in 
the output level. Here the new equilibrium is E1, Fig 10. 
Industrial output falls implying industrial stagnation. 
 

Now, an increase in the volume of imports in the indus-
trial sectors reduces the capitalist’s profits which in turn 
reduces the demand for the industrial output. The food 
market is also affected as it leads to a decrease in demand 

for the agricultural output and thus PX falls and thereby 
we can directly conclude that the real wage of the agricul-
tural workers falls while that of their industrial counter-
parts        rises. 

 
5. CONCLUSION 
 
The paper shows how the economy of a developing coun-
try can be explained with the help of a static dualistic 
framework, which is open at the same time. The agricul-
tural sector is of utmost importance in any developing 
economy given the fact that it has strong interlinkages 
with all the sectors including the industrial sector. In our 
model, we have shown how better performance of the 
agricultural sector can result in better performance of the 
economy as a whole in the light of globalisation. 
 
Thus, in a nutshell, the basic findings of the paper are the 
following: Increased food supply through technological 
progress has led to an expansion in the industrial sector 
and results in a positive macroeconomic outcome which 
includes generation of employment. When the solvency 
condition of the government is binding, a higher govern-
ment expenditure in the agricultural sector may not help 
as it leads to industrial stagnation and the effect on food 
price remains ambiguous. On the flip side, a higher gov-
ernment expenditure in the industrial sector leads to out-
put expansion but the effect on food price remains am-
biguous. Relaxing the solvency conditions, a rise in gov-
ernment expenditure in the agricultural sector leads to 
unambiguous fall in industrial output and unambiguous 
rise in price. A balanced budget fiscal expansion leads to 
rise in output and food price. As a result of globalisation, 
more import penetration has led to less industrial output, 
hence an import surge may trigger an economic slow-
down. 
 
Finally, we can conclude that agricultural development 
paves the way for inclusive growth. As in our model, an 
agricultural sector expansion has led to industrial sector 
expansion accelerating the trickle-down effect by generat-
ing employment, reducing poverty and regional inequality. 
Hence agricultural development has significant potential 
in achieving inclusive growth and propagating social and 
economic inclusion. 

Figure 8 

Figure 9 

Figure 10 
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